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TIBCO Documentation and Support Services

Documentation for this and other TIBCO products is available on the TIBCO Documentation site. This
site is updated more frequently than any documentation that might be included with the product. To
ensure that you are accessing the latest available help topics, visit:

https://docs.tibco.com

Product-Specific Documentation

The following document for this product can be found on the TIBCO Documentation site:

« TIBCO Mashery® Local Installation and Configuration Guide

For information on TIBCO Cloud Integration with Mashery, refer to Integrating with Mashery.

TIBCO Mashery Professional customers will not have access to all of the features documented here. The
following is a list of capabilities that are not available and as such will not be visible within the API
Control Center for these customers:

o Distributed API Management (managing Organizations)

» Enriched Call Log Export

o HTTPS Client Profiles

» Mashery Local (Deploy)

e Event Triggers

Additionally, TIBCO Mashery Professional customers will not have access to the Mashery V2 API and
as such will be able to use only the OAuth2 Accelerator feature.

Additionally, TIBCO Mashery Professional includes 8M QPM (Queries per month) and all traffic
purchased is limited to a max of 100 QPS (Queries per second). TIBCO Mashery Professional customers
can create a max of 25 APIs and 25 packages.

How to Contact TIBCO Support

For comments or problems with this manual or the software it addresses, contact TIBCO Support:

e For an overview of TIBCO Support, and information about getting started with TIBCO Support,
visit this site:

http://www tibco.com/services/support

o If you already have a valid maintenance or support contract, visit this site:
https://support.tibco.com

Entry to this site requires a user name and password. If you do not have a user name, you can
request one.

How to Join TIBCO Community

TIBCO Community is an online destination for TIBCO customers, partners, and resident experts. It is a
place to share and access the collective experience of the TIBCO community. TIBCO Community offers
forums, blogs, and access to a variety of resources. To register, go to the following web address:

https://community.tibco.com
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Installation

This guide provides an overview of the installation, requirements and configuration for Mashery®
Local Virtual Appliance.

Mashery Local is an on-premise traffic manager in a virtual appliance that manages and runs your API-
related network traffic behind your firewall for enhanced API response time and security. Mashery
Local securely interacts with the Mashery Cloud hosted Developer Portal, Administration Dashboard
and API Reporting and Analytics modules.

Mashery Local includes commercial support for Project Mashling, an open-source, event-driven
microgateway. You can publish an endpoint exposed by Mashling to Mashery for access to broader API
management functions. For more information about Mashling, please see https://www.mashling.io/
home or https://community.tibco.com/products/project-mashling.

Assumptions

This guide assumes that you are using VMware ESX servers with the vSphere client on Microsoft
Windows. If you have an internal cloud, established best practices will be applied (for example disk
alignment). If you are using different servers and clients, the underlying concepts implied by the
installation and configuration steps still apply.

Conventions
This guide uses the following conventions:
» Keys you press simultaneously appear with a plus (+) sign between them (for example, Ctrl+P
means press the Ctrl key first, and while holding it down, press the P key).
» Field, list, folder, window, and dialog box names have initial caps (for example, City, State).
e Tab names are bold and have initial caps (for example, People tab).

» Names of buttons and keys that you press on your keyboard are in bold and have initial caps (for
example, Cancel, OK, Enter, Y).

TIBCO Mashery® Local Virtual Appliance Installation and Configuration Guide
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Deployment Topology
The following diagram depicts a typical deployment topology for Mashery Local.

= s e = APl Analytics
Your Mashery Developer Portal

Mashery Cloud Service

This manual
describes how to

Mashery Local | Mashery Local install and
Master Slave(s) configure these

Mashery Local

w =

Hardware and Software Requirements

The following table describes the required hardware and software products and their purpose.

Mashery Local Hardware and Software Requirements

Requirement Description

Server
e Must have VMware ESX/ESXi (4.x or greater) installed,

configured and running.

¢ Must have at minimum 2GB of RAM and 50GB of disk space
per VM Instance.

e Must have 1 Gbps Network connection.

Windows Client
* Must have VMware vSphere client (4.x or greater) installed.

e Must have 1 Gbps Network connection to Server.

e Must be routable to from upstream network equipment such
as load balancers, firewalls, or routers.

TIBCO Mashery® Local Virtual Appliance Installation and Configuration Guide



Requirement Description

TIBCO Mashery Local Virtual Minimum Requirements:
Appliance

e 1virtual CPU
 1.7GBRAM
e 50GB hard drive space

e 2 Virtual Network Interfaces (External ethO/Internal eth1).
See the best practice recommendation in step 12 of
Deploying the Mashery Local OVF Template regarding
recommended roles for ethO and ethl.

o For automatic configuration, both network interfaces must
have DHCP running on them.

You can also configure the IP address manually by
logging in via the console, editing /etc/

% sysconfig/network-scripts/ifcfg-etho,
editing /etc/sysconfig/network-scripts/
ifefg-ethl, and then performing a service
network restart.

¢ Masters and Slave must all be on the same virtual network
on the internal interface.

It is not recommended to run both the master and
slave nodes in the same ESX host. In addition to
availability issues, there are some processes with
high IO usage that can cause temporary
performance impacts for all VMs on the host.

Registering a new slave node causes a
& performance impact on all nodes running on the
same VM host. This is because there is a
fortnightly database backup that impacts
performance of the master node and any slaves on
the same VM host. The performance impact exists
for this operation, even when the master and slave
nodes are on separate VM hosts.

e Built for ESX 4.X and HW level 7. VMware limitations and
supported hardware and software for this build include:

— Limitations: 255 GB memory, 8 processors, 10 network
adapters

— Supported hardware and software: ESX/ESXi 4.x,
vCenter 4.x, vCloud Director 1.0, Server 2.0, Workstation
6.5.x, Workstation 7.x
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Requirement Description

Web Console Configuration ) .
e Must have IE 8 or later, Chrome, Safari, or Firefox to perform

the web console configuration on the Mashery Cluster
Manager Ul within Mashery Local.

» Necessary services and API keys have been configured in
your Developer Administration Dashboard. Necessary
services and API keys include service definitions in the API
Settings area of the product and then the API Keys for
developers to make API calls. Service definitions for
Mashery define the API endpoints. The keys give you access
to the endpoints.

e Mashery Client Service Management (CSM) must have
enabled your service to include Mashery Local and provided
you a Cloud Key and Secret. For more information, contact
TIBCO Support.

VMI Bundle from Mashery Mashery CSM has provided the Mashery Local download link.

Expanding the Disk Space of a Mashery Local Instance

&

If the default disk space for your Master or Slave instance is not sufficient, a Mashery Local user with an
Administrator role is able to expand the disk space using the following sudo commands:

monit stop proxy
monit stop mysqgl
Then run the sequence:

sudo pvresize /dev/sdb

sudo lvextend -1 +100%FREE /dev/mnt_vg/mnt
sudo resize2fs /dev/mnt_vg/mnt

Then run:

monit start mysql
monit start proxy

For pvresize, 1vextend, resize2fs, and monit, these sudo commands should be run with root
(administrative privileges).

Overview of Installation and Configuration Process

This section provides a roadmap of the installation process for Mashery Local.

Procedure

1. Ensure that you have adequately addressed the minimum hardware and software requirements,
and installed the prerequisite software, as described in Hardware and Software Requirements.

2. Deploy the Mashery Local VMI bundle (OVF Template) as described in Deploying the Mashery
Local OVF Template.

3. Configure a Mashery Local Master as described in Configuring a Mashery Local Master.

4. Configure slaves to the Mashery Local Master as described in Configuring Slaves to the Local
Master. It is best practice to set up production with no less than 2 slaves per master.

5. Configure the load balancer as described in Configuring the Load Balancer.

TIBCO Mashery® Local Virtual Appliance Installation and Configuration Guide
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6. Perform advanced configuration such as enabling notifications, LDAP, and API and JMX reporting
access, as described in Advanced Configuration.

TIBCO Mashery® Local Virtual Appliance Installation and Configuration Guide
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Mashery Local Failover Strategy Recommendations

Many of TIBCO customers rely on TIBCO Mashery Local to manage and distribute their revenue-
generating and business-critical API traffic. The nature of the usage warrants that Mashery Local is
always on without any downtime. Proper planning for redundancy and failover is recommended when
high availability is expected of a mission-critical system.

The current Mashery Local architecture relies on four entities:

1. Mashery Cloud - This is where you make all your service configuration changes, through the
Mashery Control Center API dashboard.

2. Mashery On-Prem Manager (MoM) - This is your Mashery Local's gateway to the Mashery Cloud.
You must have received a secured key and secret, which provides each of your clusters its unique
identity. You should always have a separate MoM key for each cluster, even if they are connecting to
the same Mashery area.

3. A Mashery Master node synching with Cloud for API keys, OAuth Tokens, Service Configuration,
User detalils, etc.. The time taken for synchronization of your configuration and token data is a
function of the amount of data. Each customer implementation is unique and each network
topology is different, so there isn't any formula that can correctly project the amount of time taken.

4. Slaves within the cluster that replicate the API Key, OAuth Token and Service Configuration data
from Master. This happens within the cluster and in your environment, so the replication speed is
slightly faster than Cloud Sync, but yet depends on various other environmental and data
components.

TIBCO Recommendations to Achieve High Availability for TIBCO Mashery Local Deployment

Failover and redundancy can be achieved at many levels and should be considered while building your
high availability strategy. Customers should also maintain updated runbooks so that their environment
specific nuances are captured for their internal teams for faster deployment and recovery of systems.
Failover systems should be tested and monitored in periodic intervals to ensure that they are in sync
with production. Failure to do so will result in loss of traffic at the time of need. The following are some
recommendations for redundancy — redundancy within a cluster and cross datacenter redundancy.

Redundancy within a Cluster:

Each Cluster has two type of Nodes — a Master Node that syncs the cluster with Cloud and many Slave
Nodes that replicate from the Master. Though both type of Nodes are capable of serving traffic, TIBCO's
recommendation is to keep the Master out of rotation in high traffic, high OAuth type implementations.

Keep one Slave extra than what is needed for optimum capacity to achieve within cluster redundancy.

If Master runs into problem due to disk, VM, or Network issues, then you can easily promote the spare
Slaves to a Master and point the rest of the Slaves to the new Master. This can be achieved in minutes
and will have a very low impact on the traffic. Except for newly synched up OAuth tokens, Slaves
should be able to successfully service traffic during the promotion and pointing to the new Master. Fix
the old Master Node and you can bring it back as a Slave into the cluster after re-imaging the VM.

If a Slave runs into problems, then take that Slave out of rotation from load balancer level. That way,
you will not experience any traffic loss. Fix the issue and bring the slave back into rotation.

Cross Datacenter Redundancy:
If there is an issue with the datacenter, or if the whole cluster is having problems, having an Active-

Active or Active-Passive cluster strategy is very beneficial in this scenario:

o Active-Active Strategy: Both Clusters with their unique Mashery On Prem Manager (MoM) key
would connect to the same Mashery area and continue to sync. Nodes in both clusters can be used
to serve traffic but both would have enough capacity (Disk Space, Caching configuration, etc.) to
serve total traffic from both clusters combined and act like a failover if needed.

TIBCO Mashery® Local Virtual Appliance Installation and Configuration Guide
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o Active-Passive Strategy: Both Clusters with their unique Mashery On Prem Manager (MoM) key
would connect to the same Mashery area and will sync. Nodes from only one cluster would serve
traffic. If needed traffic can be routed to the other non-traffic serving cluster without any blip in
service. Both clusters should be identical in their configuration and capacity (Disk Space, Caching
configuration, etc.) to serve total traffic.

Please note that TIBCO Mashery's license policy in cluster-based, so please discuss this with your Sales
or Mashery Customer Success team. Having cluster redundancy is absolutely essential to avoid any
traffic loss. Master sync and Slave replication takes time when done from scratch, and without cluster
failover, you will encounter traffic loss.

TIBCO Mashery® Local Virtual Appliance Installation and Configuration Guide
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Cluster Management in Mashery Local

The following sections describe how to set up and manage a Mashery Local Cluster:

Setting up a new Mashery Local Cluster
Adding a Slave to a Running Mashery Local Cluster
Changing the Master in a Mashery Local Cluster

Setting up a New Mashery Local Cluster

The following section describes how to set up a new Mashery Local Cluster.

Procedure

Prepare mysqldump from Existing Mashery Local Cluster. (Optional)

1.

For Mashery Local prior to 4.2.0, root can generate mysqldump in the Master Instance. Because
proxy service needs to be stopped when mysqldump is being generated, this Mashery Local cluster
cannot handle traffic.

monit stop proxy

mysgldump -u masherybackup -p'password_for_masherybackup' --opt --master-data --
single-transaction onprem > /mnt/onprem.sql
monit start proxy

md5sum /mnt/onprem.sqgl

For Mashery Local 4.2.0 or later, the Administrator can generate mysqldump in the Slave or Master
Instance.

The Administrator can generate mysqldump in the Slave Instance. Because proxy service needs to
be stopped when mysqldump is being generated, this Slave Instance cannot handle traffic.

sudo monit stop proxy

mysqgldump -u masherybackup -p'password_for masherybackup' --opt --dump-slave --

single-transaction onprem > /mnt/dump/onprem.sql
sudo monit start proxy

md5sum /mnt/dump/onprem.sqgl

The Administrator can generate mysqldump in the Master Instance. Because proxy service needs to
be stopped when mysqldump is being generated, this Mashery Local cluster cannot handle traffic.
sudo monit stop proxy

mysqldump -u masherybackup -p'password_for_masherybackup' --opt --master-data --

single-transaction onprem > /mnt/dump/onprem.sql
sudo monit start proxy

md5sum /mnt/dump/onprem.sql

Set up Mashery Local Master Instance

2.

Perform the following steps:

a) Create and configure a Mashery Local Master instance as described in the topic "Configuring a
Mashery Local Master", in this Guide.

If special tuning is needed on MySQL, for example, expanding buffer pool size in "/etc/my.cnf":
innodb_buffer pool_size = 512M

Mashery Local customers should consult TIBCO Support and request assistance in tuning
MySQL. After tuning of MySQL, the MySQL service should be restarted by the Administrator:

sudo service mysqld restart

TIBCO Mashery® Local Virtual Appliance Installation and Configuration Guide
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When disk expansion is needed, the Administrator should follow the instructions in the topic
"Expanding the Disk Space of a Mashery Local Instance" in this Guide.

b) Import mysqldump from a previous Mashery Local Cluster. (Optional)

Importing mysqldump from an existing Mashery Local Cluster can minimize the amount data to
synchronize from Cloud, greatly reducing the amount of time required to setup the Mashery
Local Instance.

For example, suppose the remote Mashery Local instance is "remote_host".

For Mashery Local prior to 4.2.0, the administrator can copy mysqldump from remote host:
scp root@remote_host:/mnt/onprem.sql /mnt/dump

For Mashery Local 4.2.0 or later, the administrator can copy mysqldump from remote host:
scp administrator@remote_host:/mnt/dump/onprem.sql /mnt/dump

Verify the checksum of mysqldump file:

md5sum /mnt/dump/onprem.sqgl

Stop "proxy" service:

sudo monit stop proxy

Import mysqldump:

screen
mysgl -u masheryonprem -p'password_for_masheryonprem' onprem < /mnt/dump/
onprem.sqgl

To detach from "screen” process, press Ctrl-A then Ctrl-D. To reattach to "screen” process, run
the following command:

screen -Ir

After importing is done, restart MySQL:

sudo service mysqld restart

Start "proxy" service:

sudo monit start proxy
c) Register the Mashery Local Instance as Master.

Follow the instructions in the topic "Configuring a Local Mashery Master" in this guide to
register the Mashery Local Instance as Master, to finish the settings for the Master in Cluster
Manager.

When synchronizing the Master for the first time, allow the Master to finish the
& synchronization. This ensures the Master Instance is set up properly and
synchronization with the Cloud is normal.

d) Stop "proxy" Service (Optional).
After "proxy" service is stopped, there will be no activity in MySQL. This enables Mashery Local
slaves to replicate faster. To stop "proxy" service, run the following command:

sudo monit start proxy

Set up the Mashery Local Slave Instance

3. Perform the following steps:

a) Create and configure a Mashery Local Slave instance as described in the topic "Configuring a
Mashery Local Slave", in this Guide.

If special tuning is needed on MySQL, for example, expanding buffer pool size in "/etc/my.cnf":
innodb_buffer pool_size = 512M

Mashery Local customers should consult TIBCO Support and request assistance in tuning
MySQL. After tuning of MySQL, the MySQL service should be restarted by the Administrator:

sudo service mysqld restart

When disk expansion is needed, the Administrator should follow the instructions in the topic
"Expanding the Disk Space of a Mashery Local Instance” in this Guide.
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b) Register the Mashery Local Instance as a Slave.

Follow the instructions in the topic "Configuring a Local Mashery Slave" in this guide to register
the Mashery Local Instance as Slave, to finish the settings for the Slave in Cluster Manager.

¢) Import mysqldump from a previous Mashery Local Cluster. (Optional)

Importing mysqldump from an existing Mashery Local Cluster can minimize the amount data to
synchronize from Cloud, greatly reducing the amount of time required to setup the Mashery
Local Instance.

For example, suppose the remote Mashery Local instance is "remote_host".
For Mashery Local prior to 4.2.0, the administrator can copy mysqldump from remote host:

scp root@remote_host:/mnt/onprem.sqgl /mnt/dump

For Mashery Local 4.2.0 or later, the administrator can copy mysqldump from remote host:
scp administrator@remote_host:/mnt/dump/onprem.sql /mnt/dump

Verify the checksum of mysqldump file:

md5sum /mnt/dump/onprem.sqgl

Stop "proxy" service:

sudo monit stop proxy

Stop MySQL Slave:

mysql -u masheryonprem -p'password_for_masheryonprem' onprem
stop slave

Import mysqldump:
screen

mysgl -u masheryonprem -p'password_ for masheryonprem' onprem < /mnt/dump/
onprem.sqgl

To detach from "screen" process, press Ctrl-A then Ctrl-D. To reattach to "screen" process, run
the following command:

screen -rr

After importing is done, restart MySQL.:
sudo service mysqld restart

Start "proxy" service:

sudo monit start proxy

Ensure MySQL Slave replicates well from MySQL Master:

mysql -u masheryonprem -p'password_for_masheryonprem' onprem
show slave status\G

d) Start "proxy" Service in Master after all Slaves are set. (Optional)
Run the following command:

sudo monit start proxy

Adding a Slave to Running Mashery Local Cluster

The following section describes how to add a Slave to a running Mashery Local Cluster.

Procedure

1. Register the Mashery Local Instance as new Slave.
Follow the instructions in the topic "Configuring a Local Mashery Slave" in this guide to register the
Mashery Local Instance as Slave, to finish the settings for the Slave in Cluster Manager.

2. Exclude existing Slave or Master Instance from taking traffic.

In order to prepare mysqldump, it is recommended that the Administrator exclude an existing
Slave Instance from Load Balancer, so that the Master Instance and other Slave Instances can keep
taking traffic. In the case of high availability setup, the Administrator can also switch traffic from
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the primary cluster to a backup cluster, then stop proxy service in the Master Instance of the
primary cluster.

Stop "proxy" Service in existing Slave or Master Instance.

Use the following command:

sudo monit stop proxy

Initialize New Slave Database.

a) Initialize New Slave Database by importing mysqldump file.

The Administrator should prepare mysqldump in the existing Slave Instance.

1.

The administrator generates mysqldump in existing Slave instance:

mysgldump -u masherybackup -p'password_for_masherybackup' --opt --dump-
slave --master-data --single-transaction onprem > /mnt/dump/onprem.sql

md5sum /mnt/dump/onprem.sqgl

Or, the Administrator generates mysqldump in existing Master instance:

mysgldump -u masherybackup -p'password_for_masherybackup' --opt --master-
data --single-transaction onprem > /mnt/dump/onprem.sqgl

md5sum /mnt/dump/onprem.sql

Copy mysqldump to new Slave instance:

scp administrator@remote_host:/mnt/dump/onprem.sqgl /mnt/dump

md5sum /mnt/dump/onprem.sqgl
Stop MySQL Slave:

mysqgl -u masheryonprem -p'password_for_ masheryonprem' onprem
stop slave

Import mysqldump to new Slave instance:

screen
mysql -u masheryonprem -p'password_ for masheryonprem' onprem < /mnt/dump/
onprem.sqgl

b) Initialize New Slave Database by streaming mysqldump.

1. Stop Slave in new Slave Instance:
mysqgl -u masheryonprem -p'password_for_masheryonprem' onprem
stop slave
2. Import mysqldump to new Slave Instance via Stream:
e Stream from existing Slave Instance:
screen
mysqldump -h remote_host_internal_ip -u mashonpremrepl -
p'password_for_mashonpremrepl' \
--opt --dump-slave --single-transaction onprem \
| mysgl -u masheryonprem -p'password_for masheryonprem' onprem
e Stream from existing Master Instance:
screen
mysgldump -h remote_host_internal_ip -u mashonpremrepl -
p'password_for_mashonpremrepl' \
--opt --master-data --single-transaction onprem \
| mysgl -u masheryonprem -p'password_for_ masheryonprem' onprem
Restart MySQL Service:

sudo service mysqld restart

Start "proxy" Service:

sudo monit start proxy
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Changing the Master in a Mashery Local Cluster

The following section describes how to change the Master in a Mashery Local Cluster.

Procedure

1. Shut down the old Master in the Mashery Local Cluster.
Follow the steps in the topic Shutting down a Master.

2. Promote one Slave to be the new Master.
Follow the steps in the topic Promoting a Slave to Master.

3. Repoint other Slaves to the new Master.

Follow the steps in the topic Repointing Other Slaves to a New Master.
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Installing and Configuring Mashery Local

The following sections describe how to install and configure a basic environment complete with a
master, slaves and load balancing.

Deploying the Mashery Local OVF Template
To deploy the Mashery Local OVF Template:

Procedure

1. Start the vSphere Client application on a computer that has access to the target ESX server.

2. Select File >Deploy OVF Template.
The vSphere Source window appears.

(211010200152 - wSphere Chient
[Fite | it view Inventory Admanist-ation Plug-ins  Help

Hew ¥ tory 0 ) Irventory

Deplzy OVF Template... Select Deploy OVF Template i

Export

Repert Ll portalcluster.mashery.com VMware ESXi, 4.1.0, 348481

Browse VA Marketplace... [T Y Summary - Virtual Machines | ResounceAllocation | Performance | Configuratio

Print Maps ¥

s What is a Host?

Ent
A nost is a2 compater that uses virnualzation sotware, such
as ESX or ESXI. to run virtual machines. Hosts provide the
CPU and memory resources that virfual machires use and
give virlual machines access to storage and network
conmeciivity
You can add a virteal machine to a host by creating a new
one or by deploying a virtual appliance
The casiest way to ade a virtual maching is to deploy a
virtual appliance. A virtsal appliance is a pre-puilt virtual
machine with an operating system and software already \"‘1
installed. A new virflual machine will need an operating
system installed on i, such as Windows or Linux *
Basic Tasks

&' Deploy from VA Marketplace
. 3
S .

3. Navigate to and select the . ova file you received from Mashery.
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() Deplay ONF Template E=m RN ="
Souroe
Select the source location.
Source
FT Browse to and select the .ova
file received from Mashery
Deplay from & Se or URL o
[e/f30. 10, 10. 50/~ locabiomMasheryiocal CVFID.ove v  Browse...
Enter &/ URL to-downioad and install the OVF package from the Intermet, or
specfy alocabion accessible from your computer, such as a local hard drive, 8
netwerk shane, or 8 CO/END drive,
Click Mext
) [Ciceven |
o | cosk | [Cmests cocel |
i
& To complete this step, you will need to have previously downloaded the .ova file and

stored it in a location that is accessible to the computer running vSphere.

vSphere displays the OVF template’s details. For Mashery Local, the details are as follows:

e Version: 4.2.0 (or later)
o Download size: 877.4 MB
o Size on disk: 2.2 GB (thin provisioned), 50 GB (thick provisioned)

4. Click Next.
The End User License Agreement appears.

[ Deploy OVF Template 'u'm‘@'

OVF Template Details
Viersfy OWF template detals,

OWF Template Details
s o Froduct:

ersion: 1.1.0

Cxreariniad sire BT M

Toe on disk 2.2 G (thn provisionesd)
50.0 GB (thick prosvsionad)
[T Misshery Local Traff Mg
Chck Naxt
el I < Back ” Mt > ] sl I

5. Read and accept the End User License Agreement and click Next.
The vSphere Name and Location window appears.

6. Run the following command to start the installation:
Enter a name that is meaningful to your managing your virtual environment. This name has no
relevance to what your users and partners will see in Mashery products but is meaningful to your
administration of your ESX environment. Your operations team likely has naming conventions that
should be followed. Then, click Next.
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The Datastore window appears.

() Degloy ONF Template =8 ESE ==
Rame and Location
Specty a name and location for the deployed template

Mg

e —— .

: o = 11:?_'1_0" Name the instance

End User Lierese Agreement [

u.m.ga.du:cm The: name can contain up i urique within the inventory folder,

egcmnm '
Help I < Back | Next > I Corcel |

A

7. Select the appropriate VM datastore, and then click Next.

(5] Deploy ONF Temgiste E=Sgon ===

Datastore
Where do you went o stone the virtual machine fles?

Select b datagtone in which to stone the VM fles;

Name Capacity | Provisionsd Free | Type Thin Provisioniag | Access

[catastoret] 926.50 GB B3.12GB 84433 GB VMFS Suppoted Sagle

[éatastore] 9312568 MR 3200 GB  $99.33GB VMFS  Suppored Sl
oiSEle-:tadmaslore I

Ll B, 9 Chck Next I'

Help = Back I Hagzt > I Cancel |
& Ensure that you pick a datastore with enough free space. See Hardware and Software

Requirements for guidance.
The Disk Format window appears.

8. Select the Thin provisioned format or Thick provisioned format option for Disk Format according
to your needs and best practices, and then click Next. See this VMware performance study for
guidance. Thin clients, although faster, need to be monitored closely to ensure you do not run out of
space and sometimes require attention to shrink them back down. Remember also that a large
number of thin provisioned VMs can affect performance due to frequent metadata updates.
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() Deploy OVF Template
Disk Format:

I which formait do you want to gtore the virtusl disia?

- Information about the selected datastore:
[+ m. 45 Dbk
. k Jr— Hame: datastone 1
P p—— Capacty:  926.568
-
Datastore Free space: 5 @
Select a format ir which to store the virtual machines vriual disks:

1% Thin provisiored format
Thee shorsge is alecabed on demand s data is aritten b e virtusl disks, Thisis

supported only on VMFS3 and newer datastores. Other types of datastores might
areate Beck disks.

Estmoted dsksoge: 198 () | Select a forma I

7 Thick previsioned format
Al storage is sllocated immediately.
Estimated desk usage: 50.0 GB

¥y | Chick Next

_ e |

<pack | [ rext> corcel |

The Network Mapping window appears.

9. Select the appropriate Network Mapping for your environment, and then click Next.

() Deplay OVF Template
Hetwaork Happing

What networks should the deployed template use?

F-tiid
OVF Tamplshe Detads Map the networks ued in this OVF templabe 1 netwocks i your imenbay
End User Licerme &greement
bame and Locaton Saurce Netwarks Destination Metwarics
Catasiors Network L WM NEtwa
—— :
Ha Hetwork 2 WM Netwaork
Ready to Compiete
o Select a network I
Deseripton:
Thie Network 1 network
o Click Next I
wo | <o |[wot> | cwen |

.

The Ready to Complete window appears.

10. Click Finish to complete the provisioning.

I
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Are these the opBONS you want o use?

st When you cck Firish, the deploymennt task vl be started,
5F Temglate Datals
E“' Depioyment sertngs:
M anclLocaen OVE s Tit[10, 10 10 50 ~=abculbaguiMasher yLocal_OVF M.ova
= Dowrload size: M
Redaetac: Size on disk; L35GB
Hame: Hashery Local
i HostiChuster: cahost.maghery.com
Ready to Complete Dabastore: dataseore t
Dk Format: Thin Prenisoning

Estmated dekusage: 1L9GE
P bwiarc BaDDIg! Tetwork 17 bn VM P twork”
Piebwork Mapping: Tebwork 2° bo VM Metwork”

Chck Finish

Fitlp < Badk Finish

cancel |

The vSphere Client reports as follows when the deployment is complete. Click Finish.

&

11. Select the Power On icon for the instance to boot the instance.

(B [3% Ve loventory famannsaten Bugrns Bop
oa & Tremtey B [ dreritey
[ BGDo RS o

B W 10.10200.197

#_22 R Master

Sommary  RezowrreAllocstion  Peformasce  Even

o Select the Master Wirtual Machine?
—

A virtual maching 5 a software computer that, ke a
piTysical computer, nans an operaling sysiem and
applcations. An operating Sysiem irstaled on A virtss
Repeat steps 1 and 2 for each of the [f09 rEm

slaves an solated computing
POUTETFIE IS machings 4% deskiop or

WOCKELASON emirorments, a5 1esing envinnments. o 1o
consolidale server appiicabions.

Virtual mac hines run on hosts. The same host can nn
dny vl machises.

Bagic Tasks
[ Power on the virtual machine

G Edit virtual maching setings

Conssls Permivsions

Vitual Madhing s

12. You need to get the IP addresses of the instance for use when performing further configuration
steps within the Mashery Local appliance. Select the instance and then click View All to find the IP

address and make a note of them.
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......

ok View All o display the IF

Q.

Wirtnal Machans IP Addromson.

Tl shared Stoe bge
Lt St e

1P dddresses:

1Pt Addrevses:
Bal} e 28 fea T o022

e8] 20 2 fou T o2

| r————

A recommended best practice is to select IP addresses as follows:

o eth0: use as a public interface where API calls would be coming in from the developers.

o ethl: use as an internal interface for the nodes to talk to each other and where nodes can
interface with the backend systems.

This scheme allows you to deal with your firewall rules more easily and keep services on different
subnets if needed for security reasons. Typically, the Admin UI would be handled via ethl as it most
likely would be from the internal subnet. The Slave would also be connecting to the Master on eth1
as it is internal traffic.

You are now ready to configure the Mashery Local instance. You may optionally create a number of
slave instances before proceeding by repeating the previous steps for each.

What to do next

Mashery Local VM Network Setup

ashery Local - 4.2.8.848 DEU

o manage this UM browse to http=s:- -B.8.8.8:5488~

Slogin | Use Arrow Keys to mavigate
Set Timezone (Current:UTC) and <ENTER> to =elect your choice.
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If networking is not detected, the user will see the following error message on the console:

NO NETWORKING DETECTED. PLEASE LOGIN AND RUN THE COMMAND
sopt/sumware/sharesvami-vami_conf ig_net
TO CONFIGURE THE NETWOREK.
ashery Local - 4.2.8.848 DEU

o manage this UM browse to https:--8H.8.8.68:5488~-

Sogin Use Arrow Keys to navigate
Set Timezone (Current:UTC) and <{ENTER> to select your choice.

Whether or not the network is detected, the Administrator can still login and use "vami_config_net" to
setup the network, for example:

sudo /opt/vmware/share/vami/vami_config net

The following screen shot shows the menu options available for configuring the network:

[administrator@Pgamma ~15 sudo -sopt-vmware-sshare-svamisvami_config_net

Show Current Configuration (scroll with Shift-PgUp-/PgDown)
Exit this program

Default Gateway

Hostname

DN3

Proxy 3erver

IP Address Allocation for ethAd

IP Address Allocation for ethl

IP Address Allocation for ethZ

Enter a menu number [B1: _

Configuring the Mashery Local Cluster
Mashery Local may run configured in a cluster of one master and multiple slaves.

To configure the Mashery Local cluster, you need to:
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o Configure a Mashery local master

» Configure slave(s) to the local master

Configuring a Mashery Local Master
To configure a Mashery Local master:

Procedure

1. Browse to the Mashery Local Cluster Manager of the master by using the IP address of the instance
that you found in step 12 of Deploying the Mashery Local OVF Template: https://
<IP_address_of master>:5480

2. Login with username administrator and the password provided by TIBCO Mashery.
Click Master.

TIBCY Mashery Local

Mashery Cluster Manager

Mashery Cluster Installer

Select Initial Instance Type

By setting this up, | accept the ELILA

Master Slave

Support: support@tibco.com

ver 4.2.8.804 DEV

The Configure Master window appears.

Enter an instance name (this name may be equal or different from the name you provided VMware
and will eventually display in the TIBCO Mashery Admin Dashboard) that is meaningful to your
operation, the TIBCO Mashery Cloud Key and shared secret provided by TIBCO Mashery, and the
NTP server address, if used.

&

& The Use NTP (recommended) checkbox is selected by default, and four NTP servers can

The Instance Name you choose should be a unique name; other Master and Slave
instances in your cluster cannot be given the same name.

be configured.
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If you have multiple clusters, the Mashery Cloud Key and shared secret provided by
& TIBCO Mashery should be unique to each of your clusters. Mashery Local clusters should
not share keys.

TIBC® Mashery’Local

Mashery Cluster Installer

Mashery Cluster Manager

Configure Master

Instance Mame

Mashery Cloud Key

Shared Secret

Use NTP (recommended)

NTP Server Address
‘ 0.centos.pool.ntp.org

‘ 2.centos.pool.ntp.org

‘ 1.centos.pool.ntp.org ‘

‘ 3.centos.pool.ntp.org

Commence Initiation Sequence Back

Don't have a key or shared secret? Email support@tibco.com or your CSM

ver 4.2.8.804 DEV

Click Commence Initiation Sequence.
After the Master initializes with the TIBCO Mashery cloud service, a completion page appears.
Click Continue.

Navigate to the Cloud Sync page and perform manual syncs for API Settings, Developers, and
OAuth Tokens by clicking the adjacent icons:
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TIBC® Mashery’Local

Mashery Cluster Manager System

[Mashery Cluster Manager 420 (Vaster) ver 4.2.@.804 DEV

Overview Cloud Sync

Instance Management
Schedule when to pull or push data to and from the cloud, or sync manually. You can also view the

history and status of recent sync attempts.

Motification Configuration

Logs
Developer and API Settings

Account Settings

Adapter SDK These are synced from the cloud to the Master only. The Slaves will then sync from the Master. Developer

data includes Keys, User info, Developer Classes, and Applications.
Trust Management

Identity Management Errors

last

30 Records
Data syncs LastSync Status Processed Duration Sync Interval
APl Settings ) Ok ) | 155 | mins @ 4
Developers 2 Ok 2 | 153 | mins @ §
DAuth Tokens ) Ok 2 | 15¢ | mins @ 4
API Activity Logs

AP Activity Logs can get pretty big, so each instance is responsible for uploading its API activity logs to
the cloud so the data shows up in the reports.

Errors
last 30 Records
Instance syncs Last Sync Status Processed Duration Syne Interval

6. Test the instance as described in Testing the New Instance.

7. See the instructions in Advanced Configuration for how to enable notifications, LDAP, and API and
JMX reporting access, if desired.

Configuring Slaves to the Local Master

Mashery Local may run configured in a cluster of one master and multiple slaves.
To configure slaves to the master:

Procedure

1. Browse to the Mashery Local Cluster Manager of the master by using the IP address of the instance
that you found in step 12 of Deploying the Mashery Local OVF Template: https://

<IP_address_of master>:5480
2. Login with username administrator and the password provided by TIBCO Mashery.
3. Click Slave.
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TIBCO Masher

Mashery Cluster Manager

y°Local

Mashery Cluster Installer

Select Initial Instance Type

By setting this up, | accept the ELILA

Master Slave

Support: support@tibco.com

ver 4.2.@.804 DEV

4. Enter an instance name (this name may be equal to or different from the name you provided
VMware and will eventually display in the TIBCO Mashery Admin Dashboard) that is meaningful
to your operation, the TIBCO Mashery Cloud Key and shared secret provided by TIBCO Mashery,
and the NTP server address, if used.

& The Use NTP (recommended) checkbox is selected by default, and four NTP servers can
be configured.
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TIBC® Mashery’Local

oty

Mashery Cluster Manager

Mashery Cluster Installer

Configure Slave

Instance Name

Mashery Cloud Key

Shared Secret

Use NTP (recommended)

NTP Server Address
‘ 0.centos.pool.ntp.org

‘ 1.centos.pool.ntp.org

‘ 2.centos.pool.ntp.org

‘ 3.centos.pool.ntp.org

Don't have a key or shared secret? Email support@tibco.com or your CSM

ver 4.2.@.804 DEV

Click Register with Mashery and Master.
Click Continue.

Test the instances as described in Testing a New Instance.

® N o @

See the instructions in Advanced Configuration for how to enable notifications, LDAP, and API and
JMX reporting access, if desired.

Configuring the Load Balancer

TIBCO Mashery recommends using a Load Balancer to best utilize the cluster, although this is not
required because you may route your API traffic directly to each instance.

Each instance hosts a service called /mashping. Configure the Load Balancer to access the following
address, without the host header:

http://<IP_address_of_instance>/mashping

If the Load Balancer and the cluster is working correctly, /mashping returns the following response:

HTTP/1.1 200 OK
Server: Mashery Proxy
Content-Type: application/json; charset=UTF-8
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chunked

{"status":200,"time":1315510300, "message": "success"}

If /mashping returns any other response, then the load balancer should remove the instance from the
cluster and either retry after a period of time or alert operations to investigate.

Mashery Local has two instance types: Master and Slave. Should the Load Balancer pull the Master out
of the cluster pool, an Operations engineer should immediately investigate whether it can be recovered,
and, if not, promote a Slave to Master. Taking offending Slaves out of rotation through the Load
Balancer can mitigate any traffic impact. If no Master exists in the pool, data synchronization with the
Mashery Cloud Service will not occur with the exception of API event activity. Access Tokens, Keys,

Applications, Classes and Services will not be synchronized.

& ‘ For steps on how to promote a Slave to Master, see Promoting a Slave to Master.

Configuring the Instance

The Instance Management tab allows you to configure additional settings for that particular instance.
You can edit the instance name, configure instance settings, and update software and custom adapters.
Additional system-level parameters can be tuned here such as application memory allocation,

configuration cache size, maximum concurrent connections, and connection pool size for the database.

To configure an instance:

Procedure

1. Click Instance Management.

Overview

Instance Management

Cloud Sync

Notification Configuration
Logs

Account Settings
Adapter SDK

Trust Management

Identity Management

Instance Management

Edit the instance name, apply configurations, and update software/custom adapters.

Instance Settings

Cluster Identification

Instance Name

o 0o 6 El

Management Options

Use NTP (recommended) NTP Server Address

| 0.centos.pool.ntp.org

| 2.centos.pool.ntp.org

| 1.centos.pool.ntp.org ’

| 3.centos.pool.ntp.org

Memory Allocation

Concurrent Connections
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2. Click the Management Options for which you want to configure the settings.
A text box is displayed for the selected Management Options.

3. Enter the details for the following fields to configure the instance.

Management Options

¥ Use NTP (recommended) NTP Server Address

‘ 0.centos_ pool.ntp.org

‘ 2.centos pool.ntp.org

|
‘ 1.centos pool.ntp.org ‘
|
|

‘ J.centos. pool.ntp.org

Application Memory Allocation Factor

¥ emory Allocation ‘ 05 ‘

Max Concurrent Connections

¥ Concurrent Connections ‘ 40000 ‘

Connection Pool Size

‘ 500 ‘

¥ Database Connector :
Connector Cache Size

‘1000 ‘

Max Cache Entry Size

¥ Configuration Cache ‘ 128 ‘

¥ Disable IPvG

Field Description

Use NTP Enabled by default. Specify one to four NTP server addresses.

(recommended) ) . o
& ‘ NTP Address for time synchronizing is required if using NTP.

Memory Allocation  Specify application memory size as a fraction of the available memory,
between 0 and 1.

Concurrent Sets the maximum number of concurrent connections to this service
Connections instance, must be at least 1.
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Field Description

Database Connector The Connection Pool Size sets the maximum number of concurrent
connections this instance will make to its database, between 1 and
100,000.

The Connector Cache Size sets the cache size for the data connector,
between 1 and 524,288.

Configuration Specify the maximum entry size (in MB) for configuration cache, at least
Cache 1.
Disable IPv6 Select this option to disable IPv6 if IPv6 traffic should not be allowed to

the backend. By default, Mashery Local supports both IPv4 and IPv6.

Select the appropriate HTTP Server Security Level:

HTTP Server Security Level

® Enable HTTP only
~' Enable HTTPS only
Enable HTTP and HTTPS

HTTP Server Security Settings

HTTP Port -

o Enable HTTP only: If selected, the default HTTP Port for HTTP Server Security Settings is 80.
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HTTP Server Security Level

) Enable HTTP only
* Enable HTTPS only
) Enable HTTP and HTTPS

HTTP Server Security Settings

HTTPS Port

Certificate Common Mame

Certificate #

New SSL Certificate

Download SSL Certificate

443

Create new certificate

Upload new certificate

Download certificate in PEM

Download certificate in DER

o Enable HTTPS only: If selected, enter the details for the following fields:

Field Description

HTTPS Port Specify the HTTPS port. The default is 443.

Name (display only)

Certificate Common  Automatically displays the name of the selected certificate.

only)

Certificate # (display =~ Automatically displays the number of the selected certificate.
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Field Description

New SSL Certificate  Select from:

o Create new certificate: If selected, enter a Certificate Common
name in the Create SSL Certificate window, then click Create.

Create SSL Certificate n [

Certificate Common Name

[acme.example.com ]

Create

o Upload new certificate: If selected, in the Upload SSL Certificate
window, browse to the SSL certificate using the Click here to
select file link, enter the Password for Certificate, then click
Upload.

Upload SSL Certificate a8

Certificate File (PKCS#12) acme server.example.corr

Click here to select file

Password for Certificate |

Upload

Download SSL Select from:
Certificate
o Download certificate in PEM: downloads the current certificate

in PEM format.

o Download certificate in DER: downloads the current certificate in
DER format.
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HTTP Server Security Level

() Enable HTTP only
() Enable HTTPS only
(s) Enable HTTP and HTTPS

HTTP Server Security Settings

HTTP Port

HTTPS Port

Certificate Common Name

Certificate #

New SSL Certificate

Download SSL Certificate

80

443

acme.server.example.com

582e211a

Create new certificate

Upload new certificate

Download certificate in PEM

Download certificate in DER

o Enable HTTP and HTTPS: If selected, enter the details for the following fields:

Field Description

HTTP Port Specify the HTTP port. The default is 80.

HTTPS Port Specify the HTTPS port. The default is 443.

Name (display only)

Certificate Common  Displays the name of the selected certificate.

only)

Certificate # (display = Displays the number of the selected certificate.
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Field Description

New SSL Certificate  Select from:
o Create new certificate: If selected, enter a Certificate Common
name in the Create SSL Certificate window, then click Create.
T S |
Certificate Common Name [acme.example.com ]
Create
o Upload new certificate: If selected, in the Upload SSL Certificate
window, browse to the SSL certificate using the Click here to
select file link, enter the Password for Certificate, then click
Upload.
Certificate File (PKCS#12) P —————
Click here to select file
Password for Certificate [ ..., |
Upload
Download SSL Select from:
Certificate
o Download certificate in PEM: downloads the current certificate
in PEM format.
o Download certificate in DER: downloads the current certificate in
DER format.

5. Click Save.

& ‘ You may be reminded that Mashery Local needs to restart proxy service.

The instance is configured for the specified settings.

What to do next

For detailed steps on setting up HTTPS Server, please refer to the following sections in the Appendix:

o Setting up HTTPS Server using Self-Signed Certificate

o Setting up HTTPS Server using Customer-Provided Certificate
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Shutting Down a Master

The following section describes how to shut down a Master in a Mashery Local Cluster.

Procedure

o Use docker-compose down to shut down the Master.

Promoting a Slave to Master

Promoting a Slave to Master is important from within a cluster, and having multiple clusters (using
unique MoM keys) connecting to the same area is High Availability. Taking offending Slaves out of
rotation through the Load Balancer can also mitigate any traffic impact.

To promote a Slave to Master:

Procedure

1. Log into the Slave instance.

: SLAVE
Overview
Instance IP Errors last 30 syncs
(Master) . 164 [}
MLPROD-Slavel . 166 @
Slave .156 @

2. Click Instance Management.

3. In the Promote to Master section, click Promote to Master.
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Instance Name Master Instance IP

| MLPROD-Slave1 | w164

Management Options

Use NTP (recommended)
Memory Allocation
Concurrent Connections
Database Connector
Configuration Cache
Disable IPvE

Click on “Promote to Master”
Promote to Master

Promote this Slave to a Mas!

to the new Master after mote one,

Promote to Master

u must manually change the Master IP setting for each Slave to point

4. Log into the other Slaves, go to Instance Settings in Instance Management, and in the change the

Master Instance IP address to the new Master's IP address.
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Instance Settings

Cluster Identification

Instance Name

ML PROD-Slave2

Management Options

Use NTP (recommended)
Memory Allocation
Concurrent Connections
Database Connector
Configuration Cache
Disable IPv6

Login to other slaves-
>Instance
Management->
Change the IP to new
master ip and click on
SAVE

Master Instance IP

w164

5. (Optional) Delete the old Master or shut down that Virtual Machine.

Repointing Other Slaves to a New Master

The following section describes how to repoint other slaves to a new Master.

Procedure

1. Log into the Slave Instance.

2. On the TIBCO Mashery Local page, click Instance Management.
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Overview
Instance Management

Cloud Sync

Notification Configuration
Logs

Account Settings
Adapter SDK

Trust Management

Identity Management

Instance Management

Promote to Master from Slave, edit the instance name, and update software/custom adapters.

Instance Settings

Cluster Identification

Instance Name Master Instance IP

IP of the Master Instance, required
SLAVE for syncing settings

Management Options

Use NTP (recommended) NTP Server Address

0.centos.pool.ntp.org

3. In the Instance Settings section, enter the IP address of the new Master in the Master Instance IP

field.
4. Click Save.

Administrator Sudo Commands for Cluster Management

Mashery Local Virtual Appliance (OVA) users with an Administrative role can use the following
commands to manage their clusters:

sudo service javaproxy status
sudo service javaproxy start
sudo service javaproxy stop
sudo service javaproxy restart

sudo service mysqgld
sudo service mysqld
sudo service mysqgld
sudo service mysqgld

status
start
stop
restart

sudo monit stop proxy
sudo monit start proxy

sudo monit stop mysqgl
sudo monit start mysqgl

Administrator Sudo Commands for Linux Package Management

Mashery Local users with an Administrator role have the ability to run the following "yum" commands
for Linux Package Management:

» sudo yum update
e sudo yum history
e sudo yum help

» sudo yum info

e sudo yum list

e sudo yum repolist

e sudo yum version
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e sudo yum distribution-synchronization

The "yum update” command has the potential to install software that may not be compatible with the
installed libraries in your Mashery Local instance. It is highly recommended to first check with TIBCO
Support if "yum update" can be run safely in your Mashery Local instance. Further, any changes made
to Mashery Local instances using "yum update" must be tested thoroughly in a non-production
environment first.
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HTTPS Client Feature Overview

The HTTP Client in Mashery Local is used for connecting to customer backend servers.

Mashery Local Master Mashery Local Slave Mashery Local Slave

Mashery HTTP Client Mashery HTTP Client:
Identity Store Identity Store
Trust Store Trust Store

Mashery HTTP Client.
Identity Store
Trust Store

*ﬂLﬁ &ﬁ A

Customer Backend Servers

The HTTPS Client supports the following features:

e Verification of backend server certificate
o HTTPS Client authentication (Mutual SSL. Authentication)

These features are configured via the HTTPS Client Profile feature. With an HTTPS Client profile, you
can configure one or more trusted CA certificates. These CA certificates are used for verifying backend
customer server certificates. You can configure only one identity, which will be used in HTTPS Client
Authentication (Mutual SSL Authentication). The HTTPS Client profile can be applied to one or more
endpoints.

Summary of How to Use the HTTPS Client Profile Feature

The HTTPS Client Profile feature is implemented as follows:
1. Certificates and identities are uploaded or updated in Mashery Local using Mashery Cluster
Manager.

2. Metadata of certificates and identity are synchronized to Mashery SaaS (Control Center). Then, they
are available for creating HTTPS Client profiles in Mashery SaaS.

3. An HTTPS Client profile is created In Mashery Saa$S, and the profile is applied to the endpoint.

4. The HTTPS Client Profile is synchronized to Mashery Local, then the list of certificates and one
identity will be used in HTTPS Client connection to backend servers.

For detailed steps on setting up the HTTPS Client feature, please refer to following sections in the
Appendix:

o Configuring and using the HTTPS Client Feature without Mutual Authentication
o Configuring and using the HTTPS Client Feature with Mutual Authentication
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HTTPS Server Feature Overview

Mashery Local supports HTTPS requests. The following picture illustrates a typical TIBCO Mashery
Local deployment, which consists of one master node and two slave nodes. The communication
between the Load Balancer and Mashery Local nodes can be either HTTP or HTTPS.

C Load Balancer )

| ]

Traffic Manager

Traffic Manager Traffic Manager

Administrators can configure the certificates and port number for the Mashery Local HTTPS Server.
Mashery Local supports using self-signed certificates or customer-provided certificates. The
configuration for certificates and port number must be done on a per-node basis using Mashery Cluster
Manager.

For detailed steps on setting up an HTTPS Server, please refer to following sections in the Appendix:

o Setting up HTTPS Server using Self-Signed Certificate
o Setting up HTTPS Server using Customer-Provided Certificate
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Advanced Configuration and Maintenance

This section describes how you can extend your installation by adding the following capabilities:

e Quota Notifications
o LDAP Configuration
e APl and JMX Reporting

This section also describes how to locate and install updates.

Configuring Quota Notifications

You can configure Mashery Local to send Over Throttle Limit, Over Quota Limit and Near Quota Limit
Warning notifications when an API key exceeds or nears its limits.

To configure quota notifications, follow the steps below:

1. Click Notification Configuration.

Notification Configuration

Configure the SMTP server that your notification emails will be sent through.

SMTP

Hostname
Port

¥ SMTPAuth

Username

Password

¥ 551

Save

2. In the Notification Configuration page, configure/enable the following fields for the SMTP server:

e Hostname
e Port

e SMTPAuth
¢ Username
e Password

e SSL
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3. Click Save.

Similar notifications settings are available on the slave instances as well.

Configuring LDAP

You can configure Mashery Local to be authenticated against your existing LDAP server and to include
filters and objects.

To configure LDAP, follow the instructions below:

1. Click Account Settings.

3.

LDAP Settings

Configure the instance to allow a LDAP server to perform user authentication
Enable LDAP
Use TLS

Server Address

Base DM

User Object (optional - default "posikfAccount")

Record Filter (optional)

In the LDAP Settings section, enable/configure the following fields to supply LDAP information:

Enable LDAP

Use TLS

Server Address

Base DN

The User Object field allows you to specify what the user object is called on your LDAP server.

The Record Filter field accepts a Pluggable Authentication Module (PAM) filter. This allows
you to set a filter that checks for a specific attribute of the user object and deny login if the
match fails.

Click Save.

Similar LDAP settings are available on the slave instances as well.
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Configuring OAuth 2.0 API Access

Mashery Local provides a local OAuth 2.0 APL. The API can be available on any computer within the
cluster, regardless if the instance is a Master or Slave.

To configure and use the OAuth 2.0 API, follow the instructions below:

Procedure

1. Click Account Settings.

Mashery Local API Settings

Configure Mashery Local AP| and Systems Management Settings. Both require basic auth
username/password,

@ Enable AP| Access

@ Enable Java Management Extension (JMX) Service
Download S5L certificate.

User Name

Password

2. In the Mashery Local API Settings section, enable/configure the following fields to enable the API:

¢ Enable API Access

» User Name and Password: You need to enter a username and password to access the API using
basic HTTP authentication.

Click Save.

Similar API settings are available on the slave instances as well. On all slave instances, navigate to
Account Settings, and under Mashery Local API Settings, select the Enable API Access check box.

Making OAuth 2.0 Calls
The Mashery Local OAuth 2.0 APl is available over SSL on port 8083 of your local instance.

Authorization is handled via HTTP authentication using the credentials you specified in the steps for
Configuring OAuth 2.0 API Access.

Sample Call
The following is a sample call for OAuth 2.0.

curl -v -d '{
"method" :"oauth2.fetchApplication",
"id": "2",
"params": {
"service_key" : "<service_key>",
"client" : {"client_id":"<api_ key>",
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"client_secret":"<api_secret>"},
"response_type" : null,
: {"redirect_uri": "http://sometest.test.com/error?key=foo",
"state":"bar"}

uri

}' 'https://<masherylocal host>:8083/v2/json-rpc/' -u '<api_access_user>:
<api_access_password>' -k

For host name, the IP Address of the instance where the OAuth API is enabled can be used. If the
OAuth API on TIBCO Mashery® Local is to be used in conjunction with traffic outside the firewall, it is
recommended that the TIBCO Mashery® Local cluster be fronted with a load balancer with a host name
is associated with it (in addition to mapping port 8083 to an acceptable externally accessible port, such
as 443).

Understanding the OAuth 2.0 API

The complete technical documentation for the Mashery OAuth 2.0 API is available online at http://
support.mashery.com/docs/read/mashery_api/20/OAuth_Supporting Methods. To see this
documentation, request access by contacting your client services contact.

The following table describes the API at a high level:

AP| Method Purpose

fetchApplication Used during the Authorization step when the service provider’s
authorization server presents the resource owner with information
about the client requesting access to the resource owner’s data.
The API calls is used to verify if the client is valid and fetches the
client application data (name, attributes, redirection url) which
will be used to provide information to the end user.

createAuthorizationCode After the resource owner has successfully authenticated against

(Authz Code grant type only) the service provider’s authorization server and authorized the
client, the authz server will make this API call to TIBCO Mashery
to generate the authz code which can be subsequently used to
obtain an access token. As a part of this API call, the service
provider will also supply the user-context (userid) for the
authenticated user. The service provider returns the authz code to
the client using the redirection url.

createAccessToken API call used to generate the access token.

o For the authz code grant type, a valid authz code must be
presented.

o For implicit and resource owner grant types, this occurs after
the resource owner has been authenticated (user-context
should be supplied). Service provider initiates the API call.

o For Client Credentials flow, only the client credentials are
verified.

»  When exchanging a refresh token, a valid refresh token must
be presented.

Both client id and secret must be presented when
requesting an access token except in the case of Implicit
grant type.
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AP| Method Purpose

fetchAccessToken May be used by the service provider to validate access tokens and
may be used as an additional layer of security or when certain API
calls are sent directly to the provider instead of through TIBCO
Mashery.

fetchUserApplications Used by the service provider to present the resource owner with
the client applications that been authorized by that resource
owner. This is typically used in the Account section of the service
provider’s site where the resource owner can view the list.

revokeAccessToken Used by the service provider to allow the resource owner to
revoke access to specific client applications that been authorized
by that resource owner. This is typically used in the “Account”
section of the service provider’s site where the resource owner can
view the list authorized applications and select which application
should no longer be allowed access.

revokeUserApplication Revokes all tokens for an application for the specified user.

Configuring JMX Reporting Access

You can enable the JMX service to allow you to monitor Mashery Local using the Java Management
Extension. In addition to the standard MBeans exposed by JMX, the list of TIBCO Mashery-specific
components and metrics that are exposed are:

o Jetty: Metrics exposed are Connections, Open connections, Thread pool low threads, Thread pool
max threads, Thread pool min threads, Thread pool spawn or shrink

» DB Connection Pools: Metrics exposed are Active Connections, Timeout

e Memcache Connection Pools: Metrics exposed are Active connections, Connection Timeout, Max
Reconnect Delay

e HTTP Connection Pools: Metrics exposed are Number of connections

To enable and configure the JMX Service, follow the instructions below:

Procedure

1. Click Account Settings.
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Mashery Local API Settings

Configure Mashery Local APl and Systems Management Settings. Both require basic auth
username/password.

2 Enable AP| Access

@ Enable Java Management Extension (JMX) Service
Download SSL certificate.

User Name

Password

2. In the Mashery Local API Settings section, enable/configure the following fields to turn on JMX
service:

» Enable Java Management Extension (JMX) Service
» User Name and Password: You need to enter a username and password to access the service.

3. Download the server certificate to your local machine using the link provided on the same
configuration screen:

4. On your local computer, import the certificate to a new trust store. Use an arbitrary trust store
password; for example, trustpassword.

keytool -import -file ~/Downloads/mashery-proxy.cer -keystore mashery-proxy-
jmxremote. jks

5. Launch JConsole with the newly-created trust store.

jconsole -J-Djavax.net.ssl.trustStore=mashery-proxy-jmxremote.jks -J-
Djavax.net.ssl.trustStorePassword=trustpassword

6. In]JConsole, connect to the Mashery Local node to monitor by specifying its IP address (the second
or private interface) and port 8084. Enter the credentials specified in the Admin console. For
exanqﬂe:192.168.1.110:8084 apiuser/apipassword.

You should be successfully connected and able to monitor the node.

Installing Updates
To find and install updates, follow the instructions below.

Prerequisite: The ISO update image should be mounted in the URL.
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Status Settings
Update Status
Vendor: TIBCO Software Inc. Actions
Appliance Name: Mashery Local : ;
Appliance Version: 4.2.0.804 DEV { Details... ) || CheckUpdates |
[ Install Updates |
Procedure

1. On the TIBCO Mashery Local page, click the Update tab.
The Status tab is selected by default.

Click Check Updates to check if the latest version of the appliance is available for installation.

& ‘ Install Updates is enabled only when a latest version of the appliance is available.

To update the Repository Settings, see Updating Repository Settings.

3. Click Install Updates.
The appliance installation starts on the Mashery Local Instance.

On completion of the process, the Process Completed message is displayed.

If the appliance update is successful, the Appliance Version on the Update Status section is
updated automatically to the latest version.

» If the appliance update fails, an error message is displayed in red.

Updating Repository Settings
To update the Repository Settings, follow the instructions in the screen shot:

Procedure

1. On the Update tab, click Settings.
The Settings page is displayed.
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S
Update Settings
Automatic Updates
(*)No automatic updates
Automatic check for updates
Automatic check and install updates
Schedule a frequency for the updates

| Every Day ::| at | 3:.00 AM

Update Repository
(*)Use CDROM Updates

Use Specified Repository €<——

Click Save
Settings

Actions

Select Use Specified
Repository

Repository URL

Usemame (Optional)

Password (Optional)

2. Click Use Specified Repository.

3. Enter the following details:

Save Settings
Cancel Changes

Enter the details

Field Description

Repository URL The URL on which the ISO is mounted in the Settings table.
Username User name.
Password Password.

4. Click Save Settings.
The URL settings are saved.
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Using the Adapter SDK

This section outlines the development process for writing custom adapters using the Adapter SDK for
Mashery Local Traffic Manager. This section also provides the list of areas of extension provided in the
SDK, along with code samples to illustrate the extension process.

Adapter SDK Package

The Adapter SDK defines the Traffic Manager domain model, tools and APIs and provides extension
points to inject custom code in the processing of a call made to the Traffic Manager.

& ‘ DIY SDK adapters need to be coded and compiled using JDK 1.6 or lower.
The Adapter SDK package contains the following:

o TIBCO Mashery Domain SDK
o TIBCO Mashery Infrastructure SDK

TIBCO Mashery Domain SDK

TIBCO Mashery Domain SDK packaged in com.mashery.trafficmanager.sdk identifies the traffic
manager SDK and provides access to the TIBCO Mashery domain model which includes key objects
such as Members, Applications, Developer Classes, Keys, Packages.

TIBCO Mashery Infrastructure SDK

TIBCO Mashery Infrastructure SDK provides the ability to handle infrastructure features and contains
the following;:

o TIBCO Mashery HTTP Provider

The HTTP provider packaged as com.mashery.http provides HTTP Request/Response processing
capability and tools to manipulate the HTTP Request, Response, their content and headers.

o TIBCO Mashery Utility

The utility packaged as com.mashery.util provides utility code which handles frequently occurring
logic such as string manipulations, caching, specialized collection handling, and logging.

SDK Domain Model

The Traffic Manager domain model defines the elements of the Traffic Manager runtime.

The following table highlights some of the key elements:

Element Description Usage

User A user or member subscribing to com.mashery.trafficmanager.model.User
APIs and accesses the APIs.

API An API represents the service com.mashery.trafficmanager.model.API
definition. A service definition has
endpoints defined for it.
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Element Description Usage
Endpoint An Endpoint is a central resource of . . ; .
T ¢ Generic endpoint entity representation:
an API managed within Mashery. It p fyrep
is a collection of configuration com.mashery.trafficmanager.model.E
options that defines the inbound ndpoint
and outboupd URT's, rules, » APl endpoint entity representation:
transformations, cache control,
security, etc. of a unique pathway of com.mashery.trafficmanager.model.A
your APL PIEndpoint
An Endpoint is specialized as either ¢ Plan endpoint entity representation:
an API. Endpgmt or .a I"lan. com.mashery. trafficmanager.model.P
Endppmt. This specialization lanEndpoint
provides context to whether or not
the Endpoint is being used as part
of a Plan or not.
Method A methodisa funcjaon that can be » Generic method entity representation:
called on an endpoint and
represents the method currently com.mashery. trafficmanager.model.M
being accessed/requested from the ethod
APl request. A mgthpd coul'd. have ., API method entity representation:
rate and throttle limits specified on
it to dictate the volume of calls com.mashery. trafficmanager.model.A
made using a specific key to that PIMethod
method. o Plan method entity representation:
A Method is Specialized as either an com.mashery. trafficmanager.model.P
API Me;thqd or Plal‘l Method. The 1anMethod
specialization provides context to
whether or not the Method belong
to a Plan.
Package A Package is a mechanism to com.mashery.trafficmanager.model.Pack
bundle or group API capability age
allowing the API Manager to then
offer these capabilities to
customers/users based on various
access levels and price points. A
Package represents a group of
Plans.
Plan A Plan is a collection of API com.mashery.trafficmanager.model.Plan

endpoints, methods and response

filters to group functionality so that
API Product Managers can manage
access control and provide access to
appropriate Plans to different users.
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Element Description Usage

API Call The API Call object is the complete com.mashery.trafficmanager.model.core
transaction of the incoming request ~ .APICall
received by the Traffic Manager
and the outgoing response as
processed by the Traffic Manager. It
provides an entry point into all
other entities used in the execution
of the request.

Key A key is an opaque string allowing Generic key entity representation:
a developer to access the API
functionality, A key has rate and com.mashery. trafficmanager.model.K
throttle controls defined on it and ey

dictates the volume of calls that can

API key entity representation:
be made to the API by the caller.

com.mashery. trafficmanager.model.A

A Key can be specialized as an API PIKey

key or Package Key. This
specialization provides context to » Package key entity representation:
whether the key provides access to

r . com.mashery.trafficmanager.model.P
an API or a specific Plan in a

ackageKey

Package.
Application ~ An application is a developer com.mashery.trafficmanager.model.Appl

artifact that is registered by the ication

developer when he subscribes to an

API or a Package.
Rate A Rate Constraint specifies how the  com.mashery.trafficmanager.model.Rate
Constraint amount of traffic is managed by Constraint

limiting the number of calls per a

time period (hours, days, months)

that may be received.
Throttle A Throttle Constraint specifies how  com.mashery.trafficmanager.model.Thro
Constraint the velocity of traffic is managed by =~ ttleConstraint

limiting the number of calls per

second that may be received.
Customer A customer specific area configured com.mashery.trafficmanager.model.Cust
Site through the developer portal. omerSite

Extended Attributes

The traffic manager model allows defining name-value pairs on different levels of the model. The levels
are identified here:

e Application

o Customer Site

» Key (both API Key and Package Key)
e Package
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e Plan

e User

Pre and Post Processor Extension Points

This version of the SDK allows extensions for Processors only. This means that only pre and post
processing of requests prior to invocation of the target host are allowed.

Listener Pattern

The extension API leverages a listener pattern to deliver callbacks to extension points to allow injecting
custom logic.

A call made to the traffic manager is an invocation to a series of tasks. Each step in the workflow
accomplishes a specific task to fulfill the call. The current API release only allows customization of the
tasks prior to invoking the API server (pre-process) and post receipt of the response from the API
server (post-process). The callback API handling these extensions is called a Processor.

The pre-process step allows a processor to receive a fully-formed HTTP request targeted to the API
server. The processor is allowed to alter the headers or the body of the request prior to the request being
made to the server. Upon completion of the request and receiving the response the Traffic Manager
allows the processor to alter the response content and headers prior to the response flowing back
through a series of exit tasks out to the client.

Event Types and Event

The transition of the call from one task to the next is triggered through ‘events” and an event is
delivered to any subscriber interested in receiving the event. The SDK supports two event-types which
are delivered synchronously:

o Pre-Process Event type: This event is used to trigger any pre-process task.
o Post-Process Event type: This event is used to trigger any post-process task.

e Authentication Event type: This event is used to trigger any custom authentication.

The subscribers in this case will be Processors registered in a specific manner with the Traffic Manager
APL

Event Listener API

The Traffic Manager SDK provides the following interface and is implemented by custom processors to
receive Processor Events.

package com.mashery.trafficmanager.event.listener;
import com.mashery.trafficmanager.event.model.TrafficEvent;
/*** Event listener interface which is implemented by listeners which wish to
handle Traffic events. Traffic events will be delivered via this callback
synchronously to handlers implementing the interface.
The implementers of this interface subscribe to events via annotations. E.g.
Processor events need to handle events by using annotations in the
com.mashery.proxy.sdk.event.processor.annotation */
public interface TrafficEventListener {

/*** The event is delivered to this API @param event*/

void handleEvent(TrafficEvent event);

3

Creating a Custom Authenticator

This version of the SDK allows you to create a custom authenticator. This triggers an authentication
event that a custom processor can handle for the custom authentication.

To create and use a custom authenticator, follow the steps below:
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Download the SDK, then add the SDK to the class path for
com.mashery.trafficmanager.event.listener.TrafficEventListener and
com.mashery.trafficmanager.event.listener. Authenticator.

Create a new class. In Eclipse, select the Java project, right-click and select New > Class in the
context menu.

Set the following fields as shown in the image below, implement the
com.mashery.trafficmanager.event.listener.TrafficEventListener and
com.mashery.trafficmanager.event.listener. Authenticator interface, then click Finish.

8 .06 New Java Class
Java Class —

Create a new Java class. @
Source folder: TestProcessor/src | Browse... |
Package: com.mashery.processor I_ Browse... _I
|| Enclosing type: Browse...
Name: CustomAuthenticator

Modifiers: \5} public ( | default private protected

[ abstract [ | final static

Superclass: java.lang.Object | Browse.. |
Interfaces: com.mashery.trafficmanager.event.listener. TrafficE... I EEEFYFES |

w.mas hery.trafficmanager.event.listener.Authenticator .

[ Remove |

‘Which method stubs would you like to create?

|| public static void main(String[] args)

|| Constructors from superclass

[-‘_-‘I Inherited abstract methods
Do you want to add comments? (Configure templates and default value here)

|| Cenerate comments
(‘_?:I [ cancel | [ Finish |

The new class should contain the following content:

package com.mashery.processor;

import com.mashery.trafficmanager.event.listener.Authenticator;

import com.mashery.trafficmanager.event.listener.TrafficEventListener;
import com.mashery.trafficmanager.event.model.TrafficEvent;

public class CustomAuthenticator implements TrafficEventListener, Authenticator {
@Override
public void handleEvent(TrafficEvent arg0) {
// TODO Auto-generated method stub
}
¥

Add the following class annotation, as shown:

package com.mashery.processor;

import com.mashery.trafficmanager.event.listener.Authenticator;

import com.mashery.trafficmanager.event.listener.TrafficEventlListener;
import com.mashery.trafficmanager.event.model.TrafficEvent;

import com.mashery.trafficmanager.processor.ProcessorBean;
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@ProcessorBean(enabled = true, name = "CustomAuthProcessor", immediate = true)
public class CustomAuthenticator implements TrafficEventListener, Authenticator {
@Override

public void handleEvent(TrafficEvent arg0) {
// TODO Auto-generated method stub

3
}

&

The "name" attribute on the ProcessorBean annotation, CustomAuthProcessor, is what
will be used to reference this class from the endpoint definition.

6. Update the CustomAuthenticator class with the following code snippet:

package com.mashery.processor;

import
import

import
import
import
import
import
import
import
import
import

org

org.

com

com.

com

com.
com.

com

com.
com.

com

.s1f4j.Logger;

.mashery.
mashery.
.mashery.
mashery.
mashery.
.mashery.
mashery.
mashery.
.mashery.

slf4j.LoggerFactory;

http.server.HTTPServerRequest;
trafficmanager.event.listener.Authenticator;
trafficmanager.event.listener.TrafficEventlListener;
trafficmanager.event.model.TrafficEvent;
trafficmanager.event.processor.model.AuthenticationEvent;
trafficmanager.event.processor.model.PostProcessEvent;
trafficmanager.event.processor.model.PreProcessEvent;
trafficmanager.processor.ProcessorBean;
trafficmanager.processor.ProcessorException;

@ProcessorBean(enabled = true, name = "CustomAuthProcessor", immediate = true)
public class CustomAuthenticator implements TrafficEventListener, Authenticator {

private final Logger log =
LoggerFactory.getLogger(CustomAuthenticator.class);
@Override
public void handleEvent(TrafficEvent event) {
try {
if (event instanceof PreProcessEvent) {
//preProcess((PreProcessEvent) event);

3

} else

if(event instanceof PostProcessEvent){

//postProcess((PostProcessEvent) event);

} else

if(event instanceof AuthenticationEvent){

authCallprocess((AuthenticationEvent)event) ;

} catch (ProcessorException e) {
log.error("Exception occurred when handling processor event");

}

private void authCallprocess(AuthenticationEvent event) throws
ProcessorException{
HTTPServerRequest httpRequest = event.getServerRequest();
//add code to perform authentication of the request.

}

&

&

Use HttpServerRequest to perform any authentication activity.

All the headers, status code and status messages set in the custom authentication would
not be returned as part of response in case of Authentication Event handling (Custom
authenticator). If you want to fail authentication request from custom authenticator, then
you need to terminate the call in order to throw "ERR_403_NOT_AUTHORIZED" for a
request. Refer to the example in Terminating a Call During Processing of an Event for
more information.

7. Ensure there are no compilation errors and export the JAR file. In Eclipse, select the Java project,
right click and select Export from the context menu.

8. In the Export wizard, select and export destination of type Java > Jar file.
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800 Export
Select -‘
Export resources into a JAR file on the local file system. i g / 5

Select an export destination:

type filter text
P = General

P[Eblnsmll/
¥ = Java
BAR file
@] Javadoc
[JRunnable JAR file
¥ = Plug-in Development
P = Run/Debug
P = Team
b XML
P = Other

@j < Back [ Next > ] |  Cancel | Finish

9. Provide the JAR file name and click Finish.

N ‘ You can ignore all warnings during the export process.

10. Create a zip archive, adding the exported JAR file created in the previous step.
11. Sign into the Mashery Local Admin UI and select Adapter SDK from the left menu.

12. In the Upload Adapters section, click Choose File and select the zip file created in Step 9, then click
Upload Adapters to Instance.

Upload Adapters

Choose File No file chosen

If the upload is successful, a message appears that the adapters were updated successfully.

13. Update the endpoint's authentication configuration to use the custom authenticator. Log into TIBCO
Mashery SaaS (Control Center), navigate to Design > API > Select Endpoint > Key & Method
Detection, select Request Authentication Type as Custom, then enter the name of the custom
authenticator in the Custom Request Authentication Adapter field.

& The name used for the Custom Request Authentication Adapter field is the
ProcessorBean name used in Step 4.
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TIBC2 Mashery

Endpoint Definition & Method List

Domains & Traffic Routing

Security Settings

Errors

Performance Acceleration

Call Transformations

Load Balancing & Domains

Scheduled

Key & Method Detection

Supported Hitp Methods.

More Settings

| CustomAuthentication

B - [ oo [oros o] @
Method Location
m Parametrs || Hoader || Foquest Body || Gustorn -]
Cross-Origin Resource Sharing
Method Location Identifier
i (-]
Request Authentication Type
| custom J [}
Developer's API Key Location
o
Key Field Identifier
api_key /| -]
Gustom Request Authentication Adapter
(-]

Select the HTTP methods that this endpeint supports. Only those selected HTTP metnods will be usable
by developers making calls against this Endpoint.

Select one or more options where the Traffic Manager must look for 2 method name. Method location is
used in reporting as well as in the method-level controls in your API Plans. Only Parameters and
Request Body can be chosen at the same time.

Enter the method ID. This can either be the name field that designates the method in your API calls or, in

the case of a Method Location of Path, a space delimited set of numbers designating the locations in

the request path that should be recorded as the method, e.g. 2 4 1o specify that the method for
tAl/products/” i y is ‘products inventory'.

Set how authenticatien will be handled for the AP!; this authentication s for the developer making calls
against the API.

Select one or more options where the Traffic Manager must look for a developer's API key. Only
Parameters and Request Body can be chosen at the same time

Enterthe API Key ID. This can either be the name field that designates the key in your AP calls or, in the
case of a Key Location of Path, a space delimited set of numbers designating the locations in the
request path that should be recorded as the API key.

Narme of the custom class used by the Traffic Manager to perform authorization.

14. Save the configuration in the portal dashboard.

Implementing and Registering Processors

Writing custom processors involves the following general steps:

e Downloading the SDK

o Implementing the event listener

o Implementing lifecycle callback handling

* Adding libraries to the classpath

The following sections describe these steps in more detail.

Downloading the SDK

To download the SDK:

Procedure

1. Click Adapter SDK.

2. Click Download SDK, as shown in the screenshot:

Adapter SDK

Adapter SDK and Documentation

60
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3. Use your favorite IDE and put the SDK jars in your classpath.

4. Create a project and a new java class. The details of that process are skipped here and assumed that
the developer will use the relevant IDE documentation to accomplish this.

Implementing the Event Listener
To implement the event listener:

Procedure

1. Employ the Traffic Event Listener interface (introduced in Event Listener API) as shown in the
following example:
package com.company.extension;
public class CustomProcessor implements TrafficEventListener{
public void handleEvent(TrafficEvent event){
//write your custom code here
}
¥
2. Annotate your code to ensure that the processor is identified correctly for callbacks on events
related to the specific endpoints it is written to handle:
@ProcessorBean(enabled=true, name="com.company.extension.CustomProcessor”,
immediate=true)
public class CustomProcessor implements TrafficEventListener{
public void handleEvent(TrafficEvent event){
//write your custom code here
¥
¥

The annotation identifies the following properties:

o enabled: Identifies if the processor is to be enabled.

o name: Identifies the unique name of the processor as configured in API Settings (see marked
area in ‘red’ in the following screenshot).

o immediate: Identifies if the processor is enabled immediately.

The name used in the annotation for the Processor MUST be the same as configured on the
portal for the Endpoint>Pre/Post Processing, as shown in the following screenshot:

- 0 Cha
Ovarview Clahal Rules Endponts Olith 30 Bt s Erroes Cecurity Croan-Domain Poley Bobats Palicy Cacha i
Genarsl  Properthes  Acthenticstion  Methods  Schedubed Malnterancs  Filters Pra/Podt Proceasing  Overides ,’
Add Endpoint -
Processing adagter
% [m o0m CompaTy. axtension CustomProcessod
Porform Pre-processing
Yos (s} Mo

Pro-Processing Request Mathod
HoChange :

Data to make available for pre-processing (one per ling)

Format: fiory}-[vaisl
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Implementing Lifecycle Callback Handling

If you wish to have some initialization work done once and only once for each of the processors, then
implement the following interface:

package com.mashery.trafficmanager.event.listener:

/*** The lifecycle callback which gets called when the processor gets loaded when
installed and released*/
public interface ListenerLifeCycle {

/*** The method is called once in the life-cycle of the processor before the
processor is deemed ready to handle requests. If the processor throws an exception,
the activation is assumed to be a failure and the processor will not receive any
requests @throws ListenerLifeCycleException*/

public void onlLoad(LifeCycleContext ctx) throws ListenerlLifeCycleException;

/*** The method is called once in the life-cycle of the processor before the
processor is removed due. The processor will not receive any requests upon
inactivation. */

public void onUnLoad(LifeCycleContext ctx);
¥

The onLoad call is made once prior to the processor handling any requests and onUnLoad call is made
before the processor is decommissioned and no more requests are routed to it.

The lifecycle listener can be implemented on the Processor class or on a separate class. The annotation
needs to add a reference to the lifecycle-class if the interface is implemented (see highlighted property
in bold).

package com.company.extension;
@ProcessorBean(enabled=true, name="com.company.extension.CustomProcessor”,
immediate=true, lifeCycleClass="com.company.extension.CustomProcessor”)
public class CustomProcessor implements TrafficEventListener, ListenerLifeCycle{
public void handleEvent(TrafficEvent event){
//write your custom code here
¥
public void onLoad(LifeCycleContext ctx) throws ListenerLifeCycleException{
¥
public void onUnLoad(LifeCycleContext ctx){
¥
¥

The 1ifeCycleClass property should point to the class implementing the Listener LifeCycle interface.
& This also allows having a separate lifecycle listener interface as follows (note the different
lifeCycleClass name).

The following example shows a different class implementing the LifeCycle callback:

package com.company.extension;
@ProcessorBean(enabled=true, name="com.company.extension.CustomProcessor”,
immediate=true, lifeCycleClass="com.company.extension.CustomProcessorLifeCycle”)
public class CustomProcessor implements TrafficEventListener {
public void handleEvent(TrafficEvent event){
//write your custom code here
}
public void onLoad(LifeCycleContext ctx) throws ListenerLifeCycleException{
}
public void onUnLoad(LifeCycleContext ctx){
}
}
public class CustomProcessorLifeCycle implements ListenerLifeCycle{
public void onlLoad(LifeCycleContext ctx) throws ListenerLifeCycleException{
}
public void onUnLoad(LifeCycleContext ctx){
¥
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Adding Libraries to Classpath

If the processor needs third-party libraries, those can be used in development and packaged with the
processors, as described in Deploying Processors to Runtime.

Deploying Processors to Runtime

Deploying a custom processor involves the following general steps:

» Packaging the custom processor
» Uploading the custom processor
» Enabling Debugging

The following sections describe these steps in more detail.

Packaging the Custom Processor

To package your custom processor once the processor code is written, perform the following steps:

1. Compile the classes and create a JAR file with all the classes.

2. Specify third party libraries used in the MANIFEST .MF of the JAR containing the processor classes.
and should be introduced as follows:
o  Third party libraries should be listed as values of the property Class-Path in the MANIFEST . MF.
¢ Only third party library names are used, do not include paths to libraries.
e Third party library names should be separated by spaces.
Example: In META-INF/MANIFEST.MF:

Class-Path: org.apache.commons.codec_1.4.0.v201209201156. jar
com.amazonaws_1.1.9.jar

3. Create a folder "1ib" alongside the JAR file, then copy all third party libraries to the "1ib" folder.
4. Zip the JAR file and all contents of the "1ib" folder to a ZIP package.

For more information, please refer to the Adapter SDK Usage and Examples section in the Appendix.

Uploading the Custom Processor
To upload the custom processor:

Procedure

1. Inthe Upload Adapters section, click Choose file to navigate and select the zip file containing the
JAR file.

2. Click Upload Adapters to Instance to upload the package .ZIP file to the Mashery Local instance.

Upload Adapters

Choose File Na file chosen

If the upload is successful, a message appears that the adapters were uploaded successfully.

TIBCO Mashery® Local Virtual Appliance Installation and Configuration Guide



64

Enabling Debugging

During development, it is sometimes necessary to enable debugging on the Mashery Local instance.

To enable debugging, click the Enable debugging check box, indicate the port number to which you
will connect your debugger, and then click Save:

Adapter Debugging
Enable adapter debugging on development / test instances and turn this off in preduction instances

¥ Enable debugging

Listening at address: | Debugging port not yet set.

Save

Caching Content

The custom endpoints can cache content during the call handling. The cache configuration is found in
the Manage Custom Content Cache section on the API Settings page.

Owerviews  Clobal Rules  Endponis  OAuth 1.0 Wotifcations Errors Secsity  Cross-Domain Poliy  Robots Policy E

Manage Cache
Cache TTL iminutes)
10

Update TTL | Update TTL & Flusn Cache | Flush Cache

Manage Custom Content Cache

Custom Contant Cache TTL [minutes)
o

Ut TTL Update TTL & Fludn Cache Flush Cachs

Manage Custom Content Cache provides the following options:

e Custom TTL: A default TTL provided for the cache.
» Update TTL: Provides ability to save any TTL changes.

« Update TTL & Flush Cache: Updates the database with the updated TTL and flushes the cache
contents.

¢ Flush Cache: Allows the cache contents to be flushed.

The SDK provides references to a Cache where all this data is stored. The cache interface provided in
the callback to the TrafficEventListener is:

package com.mashery.trafficmanager.cache;
/**% Cache API which allows extensions to store and retrieve data from cache*/
public interface Cache {

/:':*

%

* Retrieves the value from the cache for the given key
* @param key

* @return

* @throws CacheException

*/

Object get(String key) throws CacheException;

/:‘:*
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* Puts the value against the key in the cache for a given ttl
* @param key
* @param value
* @param ttl
* @throws CacheException
.
void put(String key, Object value, int ttl) throws CacheException;
}

A reference to the cache can be found on the ProcessorEvent which is reported on the callback. Here
is an example of how to access cache on callback:

package com.company.extension;
@ProcessorBean(enabled=true, name="com.company.extension.CustomProcessor”,
immediate=true
public class CustomProcessor implements TrafficEventListener, ListenerLifeCycle{
public void handleEvent(TrafficEvent event){
ProcessorEvent processorEvent = (ProcessorEvent) event;
Cache cacheReference = processorEvent.getCache();
//Add data to cache
try{
cacheReference.put(“testkey”, “testValue”, 10)
}catch(CacheException e){
//load data or load default data
¥
//write your custom processor code here
}
¥

A reference to cache is also available on the lifecycle callback:

package com.company.extension;
public class CustomProcessorlLifeCycle implements ListenerLifeCycle{
public void onLoad(LifeCycleContext ctx) throws ListenerLifeCycleException{
Cache cache = ctx.getCache();
// perform cache operations

¥
public void onUnLoad(LifeCycleContext ctx){
s

Terminating a Call During Processing of an Event

This version of the SDK allows a user to terminate a call during pre or post processing, or in
authentication event handling. For example, if the request does not have a required URL parameter,
Mashery Local can be configured to terminate the call in the pre-processing.

3 All the headers, status code and status messages set in the custom processing is returned to the client as
part of the response in pre processing and post processing.

All the headers, status code and status messages set in the custom authentication would not be

& returned as part of response in case of Authentication Event handling (Custom authenticator). If you
want to fail authentication request from the custom authenticator, then you need to terminate the call in
order to throw "ERR_403_NOT_AUTHORIZED" for a request.

For example, if you want to terminate the call in authenticator, if request doesn't contain the
authorization header, then the call can be terminated by marking the response as complete as shown in
the following example:

import org.slf4j.Logger;
import org.slf4j.LoggerFactory;

import com.mashery.http.HTTPHeaders;

import com.mashery.trafficmanager.debug.DebugContext;

import com.mashery.trafficmanager.event.listener.Authenticator;

import com.mashery.trafficmanager.event.listener.TrafficEventListener;
import com.mashery.trafficmanager.event.model.TrafficEvent;

import com.mashery.trafficmanager.event.processor.model.AuthenticationEvent;
import com.mashery.trafficmanager.event.processor.model.PostProcessEvent;
import com.mashery.trafficmanager.event.processor.model.PreProcessEvent;
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import com.mashery.trafficmanager.processor.ProcessorBean;
import com.mashery.trafficmanager.processor.ProcessorException;

@ProcessorBean(enabled = true, name = "CustomAuthentication", immediate = true)
public class CustomAuthentication implements TrafficEventListener,Authenticator {

@Override
public void handleEvent(TrafficEvent event) {
try {
if (event instanceof AuthenticationEvent) {
authenticate((AuthenticationEvent) event);
¥
} catch (ProcessorException e) {
¥
¥

private void authenticate(AuthenticationEvent event)
throws ProcessorException {
//For example request doesn't contain the authorization header then user
can terminate the call by marking response as complete
// in order to thrown 403 ERR_403_NOT_AUTHORIZED for the incoming request.
if (headers != null) {
String authorization = headers.get (HEADER_AUTHORIZATION) ;

if ((null == authorization || authorization == ""
|| 'authorization.startsWith(AUTH_BASIC)) {
debugContext.logEntry("Final Value", "DIY-CUSTOM-AUTH-HEADER-
FAILIURE");
event.getCallContext() .getResponse().setComplete();
}
}
}

If you want to terminate the call in pre or post processing, refer to the following example:

package com.mashery.processor;

import org.slf4j.Logger;
import org.slf4j.loggerFactory;

import com.mashery.trafficmanager.event.listener.TrafficEventlListener;
import com.mashery.trafficmanager.event.listener.Authenticator;

import com.mashery.trafficmanager.event.model.TrafficEvent;

import com.mashery.trafficmanager.event.processor.model.PostProcessEvent;
import com.mashery.trafficmanager.event.processor.model.PreProcessEvent;
import com.mashery.trafficmanager.model.core.ExtendedAttributes;

import com.mashery.trafficmanager.processor.ProcessorBean;

import com.mashery.trafficmanager.processor.ProcessorException;

@ProcessorBean(enabled = true, name = "PrePostProcessing", immediate = true)
public class PrePostProcessing implements TrafficEventListener{
private final Logger log = LoggerFactory.getlLogger(PrePostProcessing.class);

@Override
public void handleEvent(TrafficEvent event) {
try {
if (event instanceof PreProcessEvent) {
preProcess((PreProcessEvent) event);
} else if (event instanceof PostProcessEvent) {
postProcess((PostProcessEvent) event);

} catch (ProcessorException e) {
log.error("Exception occurred when handling processor event");
¥
¥

//In the below example we checking the query parameter's value to decide whether
to terminate the call or not.
private void preProcess(PreProcessEvent event) throws ProcessorException {
String complete =
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event.getCallContext() .getRequest().getQueryData().get("preComplete");
if (complete != null) {
event.getCallContext() .getResponse().getHTTPResponse().setBody(new
StringContentProducer("{\"response\": \"Terminated the call in pre-processing\"}"));
event.getCallContext().getResponse().setComplete();
¥
}
//In the below example we checking the query parameter's value to decide whether
to terminate the call or not.
private void postProcess(PostProcessEvent event) throws ProcessorException {
String complete =
event.getCallContext() .getRequest().getQueryData().get("postComplete");
if (complete != null) {
event.getCallContext() .getResponse() .getHTTPResponse().setBody(new
StringContentProducer("{\"response\": \"Terminated the call in post-processing
\"}"));
event.getCallContext().getResponse().setComplete();

Accessing Package Key EAVs in the Custom Processor

This version of the SDK includes an example custom processor that can access package EAVs (Extended
Attribute Values).

For example, this sample processor looks for "user_defined_key" EAVs for a package key:

package com.mashery.processor;

import org.slf4j.Logger;
import org.slf4j.LoggerFactory;

import com.mashery.trafficmanager.event.listener.TrafficEventListener;
import com.mashery.trafficmanager.event.listener.Authenticator;

import com.mashery.trafficmanager.event.model.TrafficEvent;

import com.mashery.trafficmanager.event.processor.model.PostProcessEvent;
import com.mashery.trafficmanager.event.processor.model.PreProcessEvent;
import com.mashery.trafficmanager.model.core.ExtendedAttributes;

import com.mashery.trafficmanager.processor.ProcessorBean;

import com.mashery.trafficmanager.processor.ProcessorException;

@ProcessorBean(enabled = true, name = "PrePostProcessing", immediate = true)
public class PrePostProcessing implements TrafficEventListener,Authenticator {
private final Logger log = LoggerFactory.getLogger(PrePostProcessing.class);

@Override
public void handleEvent(TrafficEvent event) {
try {
if (event instanceof PreProcessEvent) {
preProcess((PreProcessEvent) event);
} else if (event instanceof PostProcessEvent) {
postProcess((PostProcessEvent) event);
} else if (event instanceof AuthenticationEvent) {
authenticate((AuthenticationEvent) event)
¥
} catch (ProcessorException e) {
log.error("Exception occurred when handling processor event");
}
¥

//In the below snippet we are extracting the package key and checking its value.

private void preProcess(PreProcessEvent event) throws ProcessorException {
ExtendedAttributes attrs = (event).getKey().getExtendedAttributes();
String strAllowed = attrs.getValue("user_defined_key");

¥

private void postProcess(PostProcessEvent event) throws ProcessorException {
ExtendedAttributes attrs = (event).getKey().getExtendedAttributes();
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String strAllowed = attrs.getValue("user_defined _key");
¥
private void authenticate(AuthenticationEvent event)
throws ProcessorException {
ExtendedAttributes attrs = (event).getKey().getExtendedAttributes();
String strAllowed = attrs.getValue("user_defined_key");

TIBCO Mashery® Local Virtual Appliance Installation and Configuration Guide



Configuring Trust Management

69

The Trust Management page allows the administrator to add or update certificates used by the HTTPS

client. The HTTPS client profile references these certificates.

Trust Management
Manage trusted CA certificates used by HTTPS client.

’E] Trust is in normal state.
Action is suggested on trust.

’ﬁ, Action is required on trust.

Upload Trust Upload Trusted CA certificate.

Expiration
Name Serial Number Date
pu VeriSign Universal Root Certification 2037-12-01
B : 401lac46421b31321030ebbedl2lac51d
Authority 23:59:59
2036-07-16
%y thawte Primary Root CA 344ed55720d5edec49£f42fce37db2b6d
23:59:59
E%, Entrust Root Certification Authorit 456b5054 el At
B > 20:53:42

The following table describes the fields in the Trust Management page.

Field or button Description

Upload Trust Opens the Upload a Trusted CA Certificate window.

Upload Trusted CA Certificate [ |

CaGariie Fl (L) VeriSign Universal Root C

Click here to select file

Upload

To upload a certificate, click Click here to select file, then click Upload.
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Field or button Description

Name The name of the certificate.

Serial Number The serial number of the certificate.
Expiration Date The date and time the certificate expires.
State Identifies the following information:

¢ The state of the certificate:

—  Certificate manifest will be synchronized with TIBCO Mashery SaaS
—  Certificate manifest has been synchronized with TIBCO Mashery SaaS

— Certificate is about to expire - The expiration warning is shown one
month before expiration date.

—  Certificate expired.

—  Certificate manifest update will be synchronized with TIBCO Mashery
SaaS

—  Certifcate in TIBCO Mashery Local is outdated for TIBCO Mashery
SaaS

—  Certificate is not present in TIBCO Mashery Local
¢ The number of profile(s) using the certificate.
¢ The number of endpoint(s) using the certificate.

¢ The available action suggested or required for the certificate.
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Configuring ldentity Management

The Identity Management page allows the administrator to add or update identities used by the
HTTPS client. The HTTPS client profile references these identities.

TIBC2 Mashery Local

Mashery Cluster Manager

Help | Logout user administrator

Mashery Cluster Manager mia.1 MASTER - 102 Master  ver 4.1.8.647 DEV

il Identity Management
Cloud Sync

Manage identities used by HTTPS client.
Notification Configuration

E% Identity is in normal state
Logs (B ty ’

Action is suggested on identity.
Instance Management
rﬂ] Action is required on identity.

Account Settings
Adapter SDK
Trust Management

i Upload Identity Upload key and certificate file in PKCS#12 format.
Identity Management

Name Serial Number Expiration Date

'El acme.client.example.com 5749e82c 2116-05-28 18:50:07

Identity Management
Manage identities used by HTTPS client.

’E] Identity is in normal state.
Action is suggested on identity.

’IE] Action is required on identity.

Upload Identity Upload key and certificate file in PKCS#12 format.

Name Serial Number Expiration Date

’E] acme.client.example.com 5749e82c 2116-05-28 18:50:07

The following table describes the fields in the Identity Management page.
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Field or button Description

Upload Identity Opens the Upload a Trusted CA Certificate window.

Upload Client Identity a8

Client Identity File (PKCS#12) acme.client.example.com

Click here to select file

Password for Identity

Upload

To upload an identity, click Click here to select file, enter the Password, then

click Upload.
Name The name of the identity.
Serial Number The serial number of the identity.

Expiration Date The date and time the identity expires.

State Identifies the following information:
o The state of the identity:

—  Certificate manifest will be synchronized with TIBCO Mashery SaaS
—  Certificate manifest has been synchronized with TIBCO Mashery SaaS

— Certificate is about to expire - The expiration warning is shown one
month before expiration date.

—  Certificate expired.

—  Certificate manifest update will be synchronized with TIBCO Mashery
SaaS

—  Certifcate in TIBCO Mashery Local is outdated for TIBCO Mashery
SaaS

—  Certificate is not present in TIBCO Mashery Local
o The number of profile(s) using the identity.
* The number of endpoint(s) using the identity.

e The available action suggested or required for the identity.
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Testing the New Instance

You should test a new instance after installing and creating it.

Testing a New Instance

One approach to test a new instance is:

Procedure

1. Find the API to test in the API Settings area of the TIBCO Mashery Admin Dashboard and identify
an associated endpoint that is ready for testing.

2. Create a test API key for the API identified in the previous step. You accomplish this in the Users
area accessed by clicking the Users tab of the TIBCO Mashery Admin Dashboard.

3. Perform a manual sync of the Services and Developers in the Cloud Sync page of the Mashery Local
Cluster Manager, as described in step 7 of Configuring Slaves to the Master.

Construct a test API call for the API you wish to test.

Execute the API call against the instance. Unless you have set up a domain name for the instance,
your API call will need to be made against the IP address of the instance directly. You can find the
IP address as described in step 12 of Deploying the Mashery Local OVF Template.

Should you use a hostname or IP in your test call? When a service is setup in the
dashboard, the hostnames (IP addresses as well could be used) that will consume the

& service are defined. When a call is made to the proxy, the hostname used for the call must
match one of the hostnames setup in the dashboard for the service, otherwise the call will
fail. If you make a call directly to one of the instances using its IP address and that IP
address was not configured in the service definition, then the proxy returns a 596 error.

If you receive the expected response from the API, then your instance is working properly.

Tracking the Database Restore and Replication Status

Mashery Local slave node registration process provides a status endpoint that helps to track the
asynchronous steps of database restore and replication status. However, these steps are processed in
the background, so there is no active feedback on completion or failure of processes.

& The status endpoint (registration_status.py) is an experimental API and is subject to change in later
implementations.

There is no need to Enable API Access on the node for this endpoint to function. See Configuring
OAuth 2.0 API Access.

To obtain the database restore and replication status, type the URL of the endpoint in your browser. For
exanqﬂe:https://<Mashery_Local_Slave_IP>:5480/service/mashery/cgi/
replication_status.py

The endpoint returns the following JSON:

{
"replication_status":
{
"restore": {
"error": false,
"errors": y
"log": "1. transfer backup from master\nMon Aug 22 18:38:04
UTC

2016\n\n2. unzip backup\nMon Aug 22 18:38:41 UTC 2016\n\n3.
stop slave\nSlave stopped\nMon Aug 22 18:38:41 UTC
2016\n\n4. restore from backup\nMon Aug 22 20:36:18 UTC
2016\n\n5. start slave\nSlave started\nMon Aug 22 20:36:18
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"complete":

},

"replication": {
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2016\n\n6. done\nMon Aug 22 20:36:18 UTC 2016\n\n",

true

"last_error": ,

"seconds_behind master":
"slave_jio_running": "Yes\n",
"slave_sqgl_running": "Yes\n"
}

},

"error": null

3

"250832\n",

The following table provides details about the JSON that is returned by the status endpoint:

JSON Node Value in JSON Description

Database restore log

replication_status.restor Provides database restore log.

e.log

replication_status.restor true Implies that the database

e.complete restore step is done.

false Implies that the database

restore step is not complete.

replication_status.restor  (IUe Implies that there are errors

e.error during the process. Refer to the
replication_status.restor
e.errors node to get more
details for the errors.

false Implies that there are errors

during the process.

Database replication status

replication_status.replic Provides replication-specific

ation information from “show slave
status”.

replication_status. <error> Provides the details for the

replication.last_error

errors (if any).

replication_status.replic
ation.
seconds_behind_master

<time in milliseconds>

Provides an estimate of how
long it takes the slave node to
catch up to the master.
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JSON Node Value in JSON Description
replication_status.replic  No Replication is not running and
ation.slave_io_running or Yes last_error provides the

replication_status.replic details for the errors (if any).

ation.slave_sql_running Replication starts

seconds_behind_master
provides an estimate of how
long it takes the slave node to
catch up to the master.

When the restore step is in process, replication is disabled. Therefore, the value of slave_io_running
and slave_sgl_running is No.
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Troubleshooting

Mashery Local provides a set of tools that help an administrator to debug issues with API calls as they
flow through TIBCO Mashery, troubleshoot networking issues with the system, identify issues with
cloud synchronization, and collect system logs to facilitate Operations and Support staff to identify
root-cause faster. This section outlines the tools available and their usage scenarios.

Verbose Logs

The Mashery Local administrator can troubleshoot issues related to call payloads or identify any
inconsistencies as API call data flows through TIBCO Mashery by enabling verbose logs on API calls.
This feature is not enabled as an “always on” feature as producing these verbose logs may have some
impact on API call performance. Instead, options are provided on the Cluster Manager Ul to enable
and disable verbose logs.

Using the Verbose Logs Feature
To use the Verbose Log feature:

Procedure

1. Specify the Verbose Logs location.
a) Select Use NFS.

TIBCO Mashery highly recommends using NFS location for verbose logs so that local system
usage is not impacted. In addition, all the nodes in a cluster (the Master and Slaves) can write to
the same centralized location for easier, further analysis.

1. Enter the NFS host name.
2. Enter the NFS directory name.
3. Click Save.

The specified NFS directory is mounted onto /mnt/nfs/home local directory location.
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TIBC2 Mashery Local

Mashery Cluster Manager

Cloud Sync
Notification Configuration
Instance Management Verbose Logs Location

Account Settings Specify local directory into which verbose log files will be saved

Adapter SDK /mnt/nfs/home

# Use NFS (recommended)
NFS host name
nfssrvr.demo.com

NFS directory name
/mnt/nfsfogs|

Savo Unmount

b) If you do not select Use NFS (not recommended), verbose logs will be saved to the local
directory. The default directory </var/log/mashery/verbose> can be changed.
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TIBC2 Mashery Local

Mashery Cluster Manager

Overview
. Verbose Logs
Notification Configuration Enabling verbose call data capture will have an impact on AP call performance for the duration of call

B

Select Duration 5 minutes
Instance Management

Account Settings m

Adapter SDK

Verbose Logs Location

Specify local directory into which verbose log files will be saved
Narfog/mashery/Nverbose/

Use NFS (recommended)

2. Enable Verbose Logs.

a) Select duration for capturing the logs (05, 10, 15, or 30 minutes).
b) Click Enable.
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TIBC2 Mashery Local

Verbose Logs

_ Enabling verbose call data capture will have an impact on API call performance for the duration of call
capture.

: Verbose logging is currently enabled. It will automatically turn off at Fri Mar 14 2014 20:01:24 GMT-0700
Account Settings (POT)

Adapter SDK Disabl
: : :

Verbose Logs Location

Specify local directory into which verbose log files will be saved
Narflog/mashery/verbose/

Use NFS (recommended)

After you enable verbose logs, Mashery Local writes the call data logs that include inbound
request data, inbound processed data, outbound response data, and outbound processed data.
Verbose logs (call data capturing) is disabled after the selected time duration expires.

You must set the Verbose Logs Location on each node in the cluster including Master and all
Slaves. Enabling or disabling verbose logs can only occur on the Master node. The Slave nodes
just inherit the current verbose log enablement status from the Master.

Working with Verbose Logs

A directory is created every minute with the name format as YYYY-MM-DD-HH-MM. All the calls that
are logged in a minute become part of one directory and so on. For each call, a sub-directory is created
using the name <timestamp>-<Mashery Message ID>.

Mashery Message ID is a globally unique ID generated for every API call that is processed by TIBCO
Mashery. The Mashery Message ID provides a possible mechanism for administrators to create a
golden thread for debugging issues between TIBCO Mashery, your partners and your backend system.
To be able to include this GUID in request and response headers, you can toggle on Include X-
Mashery-Message-ID in Request and Include X-Mashery-Message-ID in Response properties on in
the Services>Endpoint>Properties page in the TIBCO Mashery Administration Dashboard.

Within each sub-directory, four log files are InboundRequest.log, InboundProcessed.log,
OutboundResponse.log, OutboundProcessed.log.
e InboundRequest contains the request data on the API call as it is originally received by Mashery

Local from the client application.

e InboundProcessed contains the Mashery processed version of the inbound request as sent to API
server (or to cache if enabled).
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* OutboundResponse contains the response data as it is originally received by Mashery from the API
server (or from cache if enabled).

e OutboundProcessed contains the Mashery processed version of the outbound response as sent to
the client application.

Each of the four files contain some important metadata written as key-value pairs with 1 pair on one
line. After the metadata, a new delimiter line is written followed by the actual message.

The metadata included are:

» Key: Key a developer uses to get access to a Package Plan or APL
e Service ID: TIBCO Mashery generated unique ID to identify an APL
» Endpoint ID: TIBCO Mashery generated unique ID to identify an Endpoint.

 Site ID: TIBCO Mashery generated unique ID to identify your Site within the TIBCO Mashery
Network.

o [P address: IP address of the client application invoking the API call.

» Method (if available): Method that was being accessed in the API call (available if appropriate
Method Configuration settings are specified in Services>End-points>Properties tab in the TIBCO
Mashery Administration dashboard).

e Cache hit: 1 if cache is enabled and response is met from cache, 0 otherwise.

o Error message (if any): TIBCO Mashery generated error message on that API call (if any).

Mapping Endpoint IDs

TIBCO Mashery Local provides a script that allows fetching a list of endpoints with details such as the
Endpoint ID and the Endpoint name. The Endpoints associated with a service are displayed. The
Service ID is the parameter used to fetch the Endpoint details.

//Request searching with a particular service id
python getEndpointNames.py --service 95bpf2jv3f8p5x3xqsu657x5

//Response in json formatter

{
"services": [
{
"endpoints": [
{
"id":"7xwgjatahmuwgrz79cgw286a",
"name" : "CORS-disabled"
}!
{
"id":"2m4zz8nw4n9w36uau7j2bngb",
"name" :"Custom CORS(custom rest as the API key source)"
B
{
"id":"g2gx6vhxubu4d4w66eggnxsh",
"name" :"CORS-enabled- EIN-112-dontallow"
}!
{
"id" : "uavv2nmbyy7j94nhp8zpSkjf",
"name" : "CORS-enabled-EIN-112"
}!
{
"id":"pgbrzzu89dtyvumght4ncnt4",
"name" : "preflight-requestmultipledomainno"
B
{
"id" :"7qcpebdsss4kxp4u8c6fySpr",
"name" :"EIN-222"
}
1,
"id":"95bpf2jv3£f8p5x3xgqsub57x5"
}
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¥

Debugging Utility

A debug utility is provided that can be used to capture information about system health and
configuration, connectivity to the cloud for synchronization, fix Slave registration issues, and resolve
any replication issues between Master and Slave. A command line console is available to run the
various options available. This utility is useful for gathering information to assist with trouble-shooting
common system configuration errors with TIBCO Mashery Local.

Running the Debug Utility

Execute the following command to run the debug utility:
$ python /opt/mashery/utilities/debug util.py

The following options are available. Some options are available to be run only on Master and some only
on Slave.

Select from the following:

1: Collect Logs

2: Test connectivity to Cloud Sync

3: Show Slave Status

4: Check IP address

5: Update record or Master IP address in Master (Master IP address has changed and
registration of new Slave with cluster fails)

6: Fix slave corruption (Restart slave at last valid read position)

7: Update record of Master IP address in old Slave node (Master IP address has
changed and cluster is not updated)

8: System manager (Remove non-functional or unused slaves form Master)

9: Collect system state (Disk health, process health, time setting, network
settings)

menu: Show this menu

exit: Quit

For option 9: Collect system state, the resulting files for this option are created in the home directory,
depending on the login users (root/administrator).

&

Collect Logs

This tool produces a tar. gz file that collects Traffic Manager component logs, sync status with the
cloud, the Slave and Master IP address checks, logs required to check replication issues between Master
and Slave and verbose logs for the day (if any).

%% ‘ This option can be run on Master and Slave nodes.

Test Connectivity to Cloud Sync

This tool helps to determine if there are any errors connecting to the TIBCO Mashery Cloud system for
synchronization.

%% ‘ This option can be run on Master and Slaves.

Show Slave Status

This option displays whether a Slave is functioning correctly, including its status, the Master systems IP
address and any replication errors that are present between Master and Slave.

& ‘ This option can be run on a Slave node.

Check IP Address

This option allows you to check the current IP address of the Master.
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& ‘ This option can be run on a Master node.

Update Record of Master IP Address in Master

Sometimes if the IP address of a Master node changes, new Slave registration with the Master fails.
Running this option fixes the record of the Master IP address in the Master node for successful Slave
registration.

& ‘ This option can be run on a Master node.

Fix Slave Corruption

This option allows you to resolve Master Slave replication issues.

%% ‘ This option can be run on a Slave node.

Update Record of Master IP Address in Old Slave Node

This option updates the record of the Master IP address in the Slave nodes and is useful for resolving
Master-Slave replication issues.

System Manager (Remove Non-functional or Unused Slaves from Master)

Sometimes Slave nodes are decommissioned and new Slave nodes are created. This option on Master
system can be used to remove unused slaves.

System Level Troubleshooting

TIBCO Mashery Local administrators have the ability to run the following select commands to
investigate and troubleshoot the network or system level issues.

* ping

e pingb

e tracepath
e tracepath6

e tcpdump
e traceroute
e arping

o tshark

e route
 ifconfig

» iptables

o dhclient

sudo edit for the following files:

e /etc/resolv.conf

e /etc/sysconfig/network-scripts/ifcfg-ethO
o /etc/sysconfig/network-scripts/ifcfg-ethl
e /etc/rc.local

e Jetc/hosts
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o [etc/securitylimits.conf

e /etc/nssswitch.conf

General Troubleshooting

The following table provides information for troubleshooting general Mashery Local (for Appliance
and Docker) issues.

Form

Factor Issue

All APl call returns  pggsible Cause
a 596 error

APl is configured with specific supported HTTP Methods, and the
HTTP Method used for this call is not allowed.

Diagnostic Steps

1. Test the API call using the SaaS domain
(<customer>.api.mashery.com)

2. If the call returns a 596 error, review the Key & Method
Detection settings for this endpoint and confirm that the HTTP
Method used in the API call is allowed.

Resolution

1. If the HTTP method used in this call is not configured on the
endpoint, update the supported HTTP Methods to include the
HTTP method.

2. Run a manual Mashery Local sync to update the configuration
in the on-prem traffic manager.
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Factor Issue

Appliance  API call returns
a 596 error
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Possible Cause
Memcached is not running
Diagnostic Steps
Check that the API configuration is loaded into memcache:
1. SSH into the Mashery Local Instance, for example: ssh
root@<IP ADDRESS OF THE INSTANCE>
2. TELNET to the Memcache port: telnet localhost <port>. Here
are the port numbers for the various memcache pools:
1. "memservicePool": 11214
2. "memcachePool": 11211
3. "memcachePackaged": 11215
4. "contentCachePool": 11213
5. "memcountPool": 11212
3. Run the stats items command.
4. Identify the item number with more than 1 record.

5. Run the command:
stats cachedump <ITEM NUMBER> <NUMBER
OF RECORDS>

Resolution

If the response is coming from the master and the settings are not
in memcache, you likely have a synchronization issue.

If the response is coming from the slave and the settings are not in
memcache, you like have a replication issue. Force a memcache
load of the service definitions:

/opt/javaproxy/proxy/memcacheloader --env production
--verbose --service
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Form

Factor Issue

Docker API call returns Possible Cause
a 596 Error

Memcached container is not running.

Diagnostic Steps

1. Check the proxy.log for Memcached errors.

2. Check whether the memcached is running;:

docker exec -it ml-mem ps -ef

and look for the memcached process.

Resolution

1. If memcache is not running, ssh into the ml-mem container to
start it and see whether there's any error:

docker exec -it ml-mem /bin/bash

then:

service memcached start

2. Ifit's caused by running out of file limit, increase the ulimit
setting by editing the docker-compose.yml file, and if you are
using docker-compose, do a docker-compose down followed
by a docker-compose up to restart the containers.

Please see https://docs.docker.com/compose/compose-file/#/
ulimits.

Add those to the docker-compose.yml file under the container
section, most likelyml_memwould need this(if memcached
failed to start). For example:
ulimits:

nproc: 65535

nofile:

soft: 20000
hard: 40000

& Watch out for the leading spaces. They must align
with others using the correct indentation.
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Form

Factor

All API call returns Possible Cause
intermittent 596 Sync between master and one or more slaves is not working.
error on a
previously Diagnostic Steps

king slave. . . e . .
working siave Errors are intermittent indicating that there is a problem with one

slave.

Use the following command:

python
/opt/mashery/utilities/debug_util.py

Select Option 3 (Show Slave Status).

This option displays whether a Slave is functioning correctly,
including its status, the Master systems IP address and any
replication errors that are present between Master and Slave.

Resolution

If errors are present, recreate the Slave instance.

All APl call returns  pggsible Cause
596 error on a
new slave. Sync between master and slave is not working.

Diagnostic Steps

When connecting a new slave to a Master, the customer sees this
error:

Registering as Slave ERROR: Failed to configure

the node as slave.

Resolution

This can happen if the IP Address of the Master was changed after
the initial installation of the Master. The built in Debug Utility
(debug_util.py) should be run on the Master in order to fix this.

Have the customer run the debug_util.py on the "Master", using
the following command:

python /opt/mashery/utilities/debug_util.py
Select Option 5. (Update record or Master IP address in Master.

(Master IP address has changed and registration of new Slave
with cluster fails)).

The customer should then be able to register the new Slave to the
Master node.
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Form

Factor

All Mashery Local Possible Cause
Web Console is
blank. Disk is full.

Diagnostic Steps

Review disk space using the "df -h" command. This will give you
a percentage usage of both disks (there are usually 2 disks, 1
"system" and the other "mnt" (mnt contains the logs and the mysql
database, the rest is on system)

Filesystem Size Used Avail UseX Mounted on
fdev/sda3 8.86 1.46 7.8 17% /

tmpfs 871M @ 871M eX /dev/shm
/dev/sdal 124M 63M 55M 54% /boot
fdev/mapper/mnt_vg-mnt 48G 514M  37G 2% /mnt

Resolution

If disk space utilization is over 90% for either disk, customer
should ask their System Administrator to increase the size of the
respective disk.

All Mashery Local Possible Cause
Web Console is
blank. Available memory is low.

Diagnostic Steps
Review free memory using the "free -h" command.
Resolution

If available memory is low or the system is using swap, customer
should ask their System Administrator to increase the size of
memory on this instance or add more nodes to the cluster so that
this instance is not at capacity.
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Form

Factor

Appliance ~ Mashery Local Possible Cause

Web Console is
blank. Basic processes are not running.

Diagnostic Steps

Review basic processes using the "ps aux | more" command.
Check for:

e memcached

e javaproxy

e mysqld

e vami-sfcbd

o lighttpd

Resolution

If any of these processes are not running, reboot Mashery Local
instance.

All Cannot Possible Cause
synchronize API
Settings. Connection to Mashery On-Prem Manager (MOM) is not present.

Diagnostic Steps

Run the following command:

dig api-mom.mashery.com

If you get a response, then try:

curl -k https://api-mom.mashery.com/ping

Resolution

If you get a response, then you do have a good connection to
MOM.

If you do not get a response, check your network configuration to
ensure outbound HTTPS / 443 access is allowed.
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Form
Factor
All Mashery Local Possible Cause
returns a 503
Service Failsafe is being triggered for the endpoint in question.
Unavailable Diagnostic Steps
erTor.
Confirm that the error message of
503_Service_Unavailable_Proxy
is being returned.
Resolution
This means Mashery's failsafe has been triggered due to excessive
504 responses from the API over a short period of time.
It could be that the customer's origin servers are now taking
longer than the configured connection or response TTLs set on the
endpoint. If those values are low, then the customer should
increase the values. If they are already high, then the customer
needs to improve performance on their origin server to alleviate
the issue.
Docker Docker Instance  pggsible Cause
cannot be
reached. Docker containers need to be returned to a clean state.

Diagnostic Steps

Error checking TLS connection: Something went wrong running
an SSH command!

error getting ip address: host is not running
Docker-Machine instances in Timeout state

Resolution
If you are connected to the VPN, disconnect VPN

» Stop All containers

docker stop $(docker ps -a -q)

e Delete all containers

docker rm $(docker ps -a -q)

o Delete all images
docker rmi $(docker images -q)
» If using Virtualbox, remove host adapter -

Open Virtualbox, click File -> Preferences -> Network ->
Host-only Network, remove Vboxnet#

e Unsetting DOCKER variables
unset ${!DOCKER*}

Restart Docker Terminal and start creating new instance.
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Appendix

This appendix describes some configurations for using Mashery Local features.

Adapter SDK Usage and Examples

The following sections describe a typical setup of a development environment for the Adapter SDK, as
well as examples of Adapter SDK usage in various projects.

Adapter SDK Development Environment Example Setup

The following is an example setup used for the Adapter SDK development environment. The
environment details are listed below for reference.

» Operating System: CentOS Linux release 7.3.1611
e JDK: Open]DK version "1.8.0_121"
o Eclipse: Eclipse Java EE IDE for Web Developers

— Version: Mars.2 Release (4.5.2)
—  Build id: 20160218-0600
e Ant: Apache Ant™ version 1.9.2 compiled on June 10 2014

%> ‘yum install ant
e Maven: Apache Maven 3.0.5 (Red Hat 3.0.5-17)

%> ‘yum install maven

Setting up the Adapter SDK for Maven
To set up the Adapter SDK for Maven, follow the steps below:

Procedure

1. Download the Adapter SDK from Mashery Local Cluster Manager.

2. Copy the Adapter SDK to your development environment, for example, /home/beta/Documents/
sdk. zip.

3. Unzip the Adapter SDK:
unzip sdk.zip -d sdk

4. Install Adapter SDK JARs in Maven local repository:

cd /home/beta/Documents/sdk

mvn install:install-file -Dfile=com.mashery.http_1.0.0.v20130130-0044.jar -
DgroupIld=com.mashery \

-DartifactId=http -Dversion=1.0.0.v20130130-0044 -Dpackaging=jar -
DgeneratePom=true

mvn install:install-file -

Dfile=com.mashery.trafficmanager.sdk _1.1.0.v20130214-0043.jar -
DgroupIld=com.mashery \

-DartifactId=trafficmanager -Dversion=1.1.0.v20130214-0043 -Dpackaging=jar -
DgeneratePom=true

mvn install:install-file -Dfile=com.mashery.util_1.0.0.v20130214-0015.jar -
DgroupId=com.mashery \

-DartifactId=util -Dversion=1.0.0.v20130214-0015 -Dpackaging=jar -
DgeneratePom=true
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Using the Adapter SDK in Mashery Local with Single Processor
To use the Adapter SDK in Mashery Local with a single processor, follow the steps below:

Procedure

1. Create a new Maven Project in Eclipse. Go to File > New > Maven Project.

New Maven project

Select an Archetype

New Maven Project o x

Catalog: ‘ All Catalogs

Filter: ‘

Group Id
org.apache.maven.archetypes
org.apache.maven.archetypes

org.apache.maven.archetypes

org.apache.maven.archetypes

org.apache.maven.archetypes
org.apache.maven.archetypes

org.apache.maven.archetypes

Artifact Id Version
maven-archetype-plugin-site 11

maven-archetype-portlet 1.0.1
maven-archetype-profiles 1.0-alpha-4
maven-archetype-quickstart
maven-archetype-site 11
maven-archetype-site-simple 1.1

maven-archetype-webapp 1.0

An archetype which contains a sample Maven project.

» Advanced

[¥1 Show the last version of Archetype only [ Include snapshot archetypes Add Archetype...

< Back Next > ‘ ‘ Cancel ‘ ‘ Finish
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New Maven Project o x
New Maven project @
Select an Archetype L
Catalog:l All Catalogs = H Configure... ‘
Filter: ’ ‘ K
Group Id Artifact Id Version
org.apache.maven.archetypes maven-archetype-plugin-site 11
org.apache.maven.archetypes maven-archetype-portlet 1.01
org.apache.maven.archetypes maven-archetype-profiles 1.0-alpha-4
org.apache.maven.archetypes maven-archetype-quickstart 11 |
org.apache.maven.archetypes maven-archetype-site 11
org.apache.maven.archetypes maven-archetype-site-simple 1.1
org.apache.maven.archetypes maven-archetype-webapp 1.0
An archetype which contains a sample Maven project.

[¥f Show the last version of Archetype only || Include snapshot archetypes Add Archetype...
» Advanced
@ ‘ < Back | Next > J ‘ Cancel ‘ ’ Finish

2. Add dependencies to the project. In Eclipse, go to Project Explorer > pom.xml >

Dependencies.
Select Dependency o x
Group Id: + com.mashery ‘
Artifact Id: » http ‘
Version: Il,o,o.v20130130-0044 ] Scope: ‘ compile ¥ ‘

Enter groupld, artifactld or shal prefix or pattern (*):

| |

(8 Index downloads are disabled, search results may be incomplete.

Search Results:

@ Cancel ‘ oK
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Select Dependency o x

Group Id: « com.mashery ‘

Artifact Id: » trafficmanager ‘
9
Version: [1.1.0.\;2013021:1—0043\ Scope: | compile ¥ ‘

Enter groupld, artifactld or shal prefix or pattern (*):

Select Dependency o x

Group Id: = com.mashery ‘
Artifact Id: # util ‘
9
Version: |1.o.o.vzo130214-0015| ‘ Scope: \ compile v |

Enter groupld, artifactld or shal prefix or pattern (*):

(&) Index downloads are disabled, search results may be incomplete.

Search Results:

(%) Index downloads are disabled, search results may be incomplete.

Search Results:

®@ ‘ Cancel oK ‘

@ Cancel ‘ ‘ oK |

ere is the list of dependencies:

[ Project Explorer 53 =] = B

o5
4

~ ' CustomAdapter
~ & src/main/java
~ i com.example.masherylocal.CustomAdapter
» [ CustomProcessor.java
~ (® src/test/java
£ com.example.masherylocal.CustomAdapter
» = JRE System Library [J2SE-1.5]
~ =\ Maven Dependencies

» @ junit-3.8.1.jar - /home/beta/.m2/repository/junit/junit/3.8.1

P = src

& target

] http-1.0.0.v20130130-0044.jar - /home/beta/.m2/repository/
b trafficmanager-1.1.0.v20130214-0043 jar - /home/beta/.m2/r
» fo@ util-1.0.0.v20130214-0015.jar - /home/beta/.m2/repository/c

[ CustomAdapter/pom.xml 53 | [i] CustomProcessor.java

Dependencies Filter:

Dependencies

% Dependency Management
3 junit : 3.8.1 [test] ‘ Add... ‘
) http : 1.0.0.v20130130-0044 BN
" Remore
) trafficmanager : 1.1.0.v20130214-0043 | ——————
0 util : 1.0.0.v20130214-0015 ‘fmpemes-" ‘
=

To manage your transitive dependency exclusions, please use the Dependency Hierarchy page.
Overview| Dependencies | Dependency Hierarchy | Effective POM| pom.xml |

=

Properties...

Create new Java Class. In Eclipse, go to Project > New > Class.

In the package com.example.masherylocal.CustomAdapter, create the following class

CustomProcessor.

93
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New Java Class o X
Java Class /'—';
Create a new Java class. \~k7,
Source folder: CustomAdapter/src/main/java Browse...
Package: com.example.masherylocal.CustomAdapter Browse...

Enclosing type:

Name: CustomProcessor

Modifiers: ¢ public package

abstract final tatic

Superclass: java.lang.Object Browse...

Interfaces: T com.mashery.trafficmanager.event.listener. TrafficEventListener Add...

Remove

Which method stubs would you like to create?
public static void main(String[] args)
Constructors from superclass
v/ Inherited abstract methods
Do you want to add comments? (Configure templates and default value here)

Generate comments

@ < Back lext Cancel Finish

This is the reference code:

package com.example.masherylocal.CustomAdapter;

import com.mashery.http.server.HTTPServerRequest;

import com.mashery.http.server.HTTPServerResponse;

import com.mashery.trafficmanager.event.listener.TrafficEventlListener;
import com.mashery.trafficmanager.event.model.TrafficEvent;

import com.mashery.trafficmanager.event.model.TrafficEventCategory;
import com.mashery.trafficmanager.event.model.TrafficEventType;

import com.mashery.trafficmanager.event.processor.model.ProcessorEvent;
import com.mashery.trafficmanager.model.core.APICall;

import com.mashery.trafficmanager.model.core.ApplicationRequest;
import com.mashery.trafficmanager.model.core.TrafficManagerResponse;
import com.mashery.trafficmanager.processor.ProcessorBean;

@ProcessorBean(enabled=true,
name="com.example.masherylocal.CustomAdapter.CustomProcessor", immediate=true)
public class CustomProcessor implements TrafficEventListener {

public void handleEvent(TrafficEvent event) {
TrafficEventType eventType = event.getType();

if (eventType.getCategory() != TrafficEventCategory.PROCESSOR)
return;
ProcessorEvent processorEvent = (ProcessorEvent) event;

APICall apiCall = processorEvent.getCallContext();

if (eventType.getName().contentEquals("Pre-Process Event")) {
ApplicationRequest appRequest = apiCall.getRequest();
HTTPServerRequest httpRequest = appRequest.getHTTPRequest();

} else if (eventType.getName().contentEquals("Post-Process Event")) {
TrafficManagerResponse tmResp = apiCall.getResponse();
HTTPServerResponse httpResp = tmResp.getHTTPResponse();

httpResp.getHeaders().add("CustomAdapter.CustomProcessor: :handleEvent", "Post-

Process Event");

}
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¥
4. Build the project in the folder, for example, /home/beta/work_diysdk/CustomAdapter/:

mvn package

5. Use a simple zip command to package the project in the folder, for example, /home/beta/
work_diysdk/CustomAdapter/target/

zip CustomAdapter-1.0.zip CustomAdapter-1.0.jar
6. Unload the zipped package using Mashery Local Cluster Manager.
7. Apply the Custom Processor on the Endpoint using Mashery SaaS Control Center.

Using the Adapter SDK in Mashery Local with Third-Party Libraries
To use the Adapter SDK in Mashery Local with third-party libraries, follow the steps below:

Procedure

1. Create a new Maven Project "Base64Adapter” in Eclipse, then add dependencies and class, as
described in Using the Adapter SDK in Mashery Local with a Single Processor.

The project layout should look like the following:

Mo - ¢ B B QO vy L v v & - ® | 2 JavakE | %0

25 Project Explorer 52 B % ¥ = O  [uBase64Adapter/pom.xml | ] Base64Processorjava 52 = B

~ 1 Base64Adapter package com.example.masherylocal.Base64Adapter;

1
2
v i src/main/java 3= import com.mashery.http.server.HTTPServerRequest;
~ f com.example.masherylocal.Base64Adapter 4 import com.mashery.http.server.HTTPServerResponse;
5 import com.mashery.trafficmanager.event.listener.TrafficEventListener;
6 import com.mashery.trafficmanager.event.model.TrafficEvent;
7 import com.mashery.trafficmanager.event.model.TrafficEventCategory;

» 1] Base64Processor.java

¥ (& src/test/java
8 import com.mashery.trafficmanager.event.model.TrafficEventType;

£ com.example.masherylocal.Base64Adapter 8 5 .
P v P 9 import com.mashery.trafficmanager.event.processor.model.ProcessorEvent;

» =\ JRE System Library [J25E-1.5 10 import com.mashery.trafficmanager.model.core.APICall;
~ =\ Maven Dependencies 11 import com.mashery.trafficmanager.model.core.ApplicationRequest;
12 import com.mashery.trafficmanager.model.core.TrafficManagerResponse;

» & junit-3.8.Ljar - /home/beta/

: funitunit 13 import com.mashery.trafficmanager.processor.ProcessorBean;
» @ http-1.0.0.v20130130-0044.jar - /h¢ 2

» o trafficmanager-1.1.0.v20130214-0043 jar
» e util-1.0.0.v20130214-0015.jar - /home

@ProcessorBean(enabled=true, name="com.example.masherylocal.Base64Adapter.Base64Processor”, immed
public class Base64Processor| implements TrafficEventlListener {

public void handleEvent(TrafficEvent event) {

» &
’ . TrafficEventType eventType = event.getType();
» & target if (eventType.getCategory() != TrafficEventCategory.PROCESSOR)
[ pom.xml 21 return;
N 22 ProcessorEvent processorkvent = (ProcessorEvent) event;
- P 23 APICall apiCall = processorEvent.getCallContext();
24
25 if (eventType.getName().contentEquals("Pre-Process Event")) {
26 ApplicationRequest appRequest = apiCall.getRequest();
w27 HTTPServerRequest httpRequest = appRequest.getHTTPRequest();
28 } else if (eventType.getName().contentEquals("Post-Process Event")) {
29 TrafficManagerResponse tmResp = apiCall.getResponse();
30 HTTPServerResponse httpResp = tmResp.getHTTPResponse();
31 httpResp.getHeaders().add("Base64Adapter.Base64Processor: :handleEvent"”, "Post-Process
32 }
- b

2. Install the third-party library in Maven local repository, for example:

mvn install:install-file -Dfile=org.apache.commons.codec_1.3.0.v201101211617.jar
-DgroupId=org.apache.commons \

-DartifactId=codec -Dversion=1.3.0.v201101211617 -Dpackaging=jar -
DgeneratePom=true

3. Add dependency on third-party library in the project:
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Dependency o x

Group Id: # org.apache.commons

Artifact Id: + codec

Version: " 1.3.0.v201101211617| ‘ Scope: | compile ¥

Enter groupld, artifactld or shal prefix or pattern (*):

!, Index downloads are disabled, search results may be

incomplete.

Search Results:

Cancel OK

Use third-party library in the project, such as this example, which uses
org.apache.commons.codec_1.3.0.v201101211617.jar

package com.example.masherylocal.Base64Adapter;

import
import

import
import
import
import
import
import
import
import
import
import
import

java.io.UnsupportedEncodingException;

org

com

com.
com.
com.
com.

com

com.

com

com.
com.
com.

.apache.

.mashery.
mashery.
mashery.
mashery.
mashery.
.mashery.
mashery.
.mashery.
mashery.
mashery.
mashery.

commons.codec.binary.Base64;

http.server.HTTPServerRequest;
http.server.HTTPServerResponse;
trafficmanager.event.listener.TrafficEventListener;
trafficmanager.event.model.TrafficEvent;
trafficmanager.event.model.TrafficEventCategory;
trafficmanager.event.model.TrafficEventType;
trafficmanager.event.processor.model .ProcessorEvent;
trafficmanager.model.core.APICall;
trafficmanager.model.core.ApplicationRequest;
trafficmanager.model.core.TrafficManagerResponse;
trafficmanager.processor.ProcessorBean;

@ProcessorBean(enabled=true,
name="com.example.masherylocal .Base64Adapter.Base64Processor", immediate=true)
public class Base64Processor implements TrafficEventListener {

public void handleEvent(TrafficEvent event) {
TrafficEventType eventType = event.getType();

if (eventType.getCategory() != TrafficEventCategory.PROCESSOR)
return;
ProcessorEvent processorEvent = (ProcessorEvent) event;

APICall apiCall = processorEvent.getCallContext();

if (eventType.getName().contentEquals("Pre-Process Event")) {

Applic

ationRequest appRequest = apiCall.getRequest();

HTTPServerRequest httpRequest = appRequest.getHTTPRequest();
} else if (eventType.getName() .contentEquals("Post-Process Event")) {

Traffi

cManagerResponse tmResp = apiCall.getResponse();
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HTTPServerResponse httpResp = tmResp.getHTTPResponse();
try {
byte[] base64bytes = Base64.encodeBase64("Post-Process
Event".getBytes("UTF-8"));
String base64str = new String(base64bytes, "UTF-8");

httpResp.getHeaders().add("Base64Adapter.Base64Processor_handleEvent",
base64str);
} catch (UnsupportedEncodingException e) {
// TODO Add logging
¥

}

Update build script to include Class-Path in MANIFEST.MF, as in this example Maven Project, this
is done by adding org.apache .maven.plugins.maven-jar-plugin to pom.xml

<project xmlns="http://maven.apache.org/POM/4.0.0" xmlns:xsi="http://www.w3.org/
2001/XMLSchema-instance"

xsi:schemalocation="http://maven.apache.org/POM/4.0.0 http://
maven.apache.org/xsd/maven-4.0.0.xsd">

<modelVersion>4.0.0</modelVersion>

<groupld>com.example.masherylocal</groupId>
<artifactId>Base64Adapter</artifactId>
<version>1.0</version>
<packaging>jar</packaging>

<name>Base64Adapter</name>
<url>http://maven.apache.org</url>

<properties>
<project.build.sourceEncoding>UTF-8</project.build.sourceEncoding>
</properties>

<build>
<plugins>
<plugin>
<groupIld>org.apache.maven.plugins</groupId>
<artifactId>maven-jar-plugin</artifactId>
<version>3.0.2</version>
<configuration>
<archive>
<index>true</index>
<manifest>
<addClasspath>true</addClasspath>
</manifest>
</archive>
</configuration>
</plugin>
</plugins>
</build>

<dependencies>
<dependency>
<groupIld>junit</groupIld>
<artifactId>junit</artifactId>
<version>3.8.1</version>
<scope>test</scope>
</dependency>
<dependency>
<groupld>com.mashery</groupId>
<artifactId>http</artifactId>
<version>1.0.0.v20130130-0044</version>
</dependency>
<dependency>
<groupId>com.mashery</groupld>
<artifactId>trafficmanager</artifactId>
<version>1.1.0.v20130214-0043</version>
</dependency>
<dependency>
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<groupId>com.mashery</groupIld>
<artifactId>util</artifactId>
<version>1.0.0.v20130214-0015</version>

</dependency>

<dependency>
<groupIld>org.apache.commons</groupld>
<artifactId>codec</artifactId>
<version>1.3.0.v201101211617</version>

</dependency>

</dependencies>
</project>

Here is an example of MANIFEST.MF:

Manifest-Version: 1.0

Built-By: beta

Class-Path: http-1.0.0.v20130130-0044.jar trafficmanager-1.1.0.v201302
14-0043.jar util-1.0.0.v20130214-0015.jar codec-1.3.0.v201101211617.]
ar

Created-By: Apache Maven 3.0.5

Build-Jdk: 1.8.0_121

6. Build the project in the folder, for example, /home /beta/work_diysdk/Base64Adapter/:

mvn package

7. Use a simple zip command to package the project in the folder, for example, /home/beta/
work_diysdk/Base64Adapter/target/
cd /home/beta/work_diysdk/Base64Adapter/target/
mkdir 1ib
cp /home/beta/.m2/repository/org/apache/commons/codec/1.3.0.v201101211617/
codec-1.3.0.v201101211617.jar lib/
zip Base64Adapter-1.0.zip Base64Adapter-1.0.jar lib/codec-1.3.0.v201101211617.jar

Here is an example of the zipped contents:

= Baseb4Adapter-1.0.jar
v & lib
2 codec-1.3.0.v201101211617.jar

8. Unload the zipped package using Mashery Local Cluster Manager.
9. Apply the Custom Processor on the Endpoint using Mashery SaaS Control Center.

Using the Adapter SDK in Mashery Local with Multiple Processors in One Eclipse
Project

To use the Adapter SDK in Mashery Local with multiple processors in one Eclipse project, follow the
steps below:

Procedure
1. Create a new Maven Project "ComboAdapter" in Eclipse, then add dependencies, as described in

Using the Adapter SDK in Mashery Local with a Single Processor.
The project layout should look like the following:
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[ Project Explorer 2 & 5 = = B9

» & Base64Adapter
» {2 Base64UrlAdapter
» i Base64UrlAdapter2
~ ) ComboAdapter
¥ (@ src/main/java
£ com.example.masherylocal.ComboAdapter
¥ (@ src/test/java
£ com.example. masherylocal.ComboAdapter

» & JRE System Library [J25E-1.5]

» &\ Maven Dependencies

» 2 CustomAdapter2

» 2 CustomAdapter3

[ ComboAdapter/pom.xml 2 =

11 <urlshttp://maven.apache.org</url>

13= <properties>

14 <project.build.sourceEncoding>UTF-8</project.build.sourceEncoding>

15  </properties>

16

17 <dependencies>

18= <dependency>

19 <groupId>junit</groupIld>

20 <artifactId>junit</artifactId>

21 <version>3.8.1</version>

22 <scope>test</scope>

23 </dependency>

245 Kdependency>

25 <groupId>com.mashery</groupId>

26 <artifactId>http</artifactId>

27 <version>1.0.0.v20130130-0044</version>

28 </dependency>

29¢ <dependency>

30 <groupId>com.mashery</groupIld>

31 <artifactId>trafficmanager</artifactId>
2 <version>1.1.0.v20130214-0043</version>

33 </dependency>

34= <dependency>

35 <groupId>com.mashery</groupId>

36 <artifactId>util</artifactId>

37 <version>1.0.0.v20130214-0015</version>

38 </dependency>

39 </dependencies>
40 </project>

Overview | Dependencies Dependency Hierarchy Effective POM | pom.xml

2. Add the classes for three custom processors as shown below:

[5 Project Explorer 82 | = 5 v = B
» i Base64Adapter
» (& Base64UrlAdapter
» i Base64UrlAdapter2
~ i ComboAdapter
~ i src/mainfjava
~ i com.example.masherylocal.C pter

» ) CustomProcessor2 java

» [} CustomProcessor3.java
v (® src/test/java

£ com.exampl herylocal.C

» @) JRE System Library [J2SE-1.5]
» =\ Maven Dependencies

P & src

» (= target

) pom.xml

%= CustomAdapter
~ i CustomAdapter2
v i src/mainfjava
~ i com.example.masherylocal. CustomAdapter2
» [} CustomProcessor2.java
» (® src/test/java

» =i JRE System Library [J2

) CustomProcessor.java &2 CustomProcessor2. CustomProcessor3.java a

1 package com.example.masherylocal.ComboAdapter;

3=import com.mashery.http.server.HTTPServerRequest;

import com.mashery.http.server.HTTPServerResponse;

import com.mashery.trafficmanager.event.listener.TrafficEventlListener;
import com.mashery.trafficmanager.event.model.TrafficEvent;

import com.mashery.trafficmanager.event.model.TrafficEventCategory;
import com.mashery.trafficmanager.event.model.TrafficEventType;

import com.mashery.trafficmanager.event.processor.model.ProcessorEvent;
10 import com.mashery.trafficmanager.model.core.APICall;

11 import com.mashery.trafficmanager.model.core.ApplicationRequest;

12 import com.mashery.trafficmanager.model.core.TrafficManagerResponse;

13 import com.mashery.trafficmanager.processor.ProcessorBean;

14

15 @ProcessorBean(enabled=true, name="com.example.masherylocal.CustomAdapter.CustomProcessor”, immedia‘
16 public class CustomProcessor implements TrafficEventlListener {

[CRSENE- RV N

17
2185 public void handleEvent(TrafficEvent event) {
19 TrafficEventType eventType = event.getType();
2 if (eventType.getCategory() != TrafficEventCategory.PROCESSOR)
2 return;
22 ProcessorEvent processorEvent = (ProcessorEvent) event;
23 APICall apiCall = processorEvent.getCallContext();
24
25 if (eventType.getName().contentEquals("Pre-Process Event™)) {
26 ApplicationRequest appRequest = apiCall.getRequest();
w27 HTTPServerRequest httpRequest = appRequest.getHTTPRequest();
28 } else if (eventType.getName().contentEquals("Post-Process Event™)) {
29 TrafficManagerResponse tmResp = apiCall.getResponse();
30 HTTPServerResponse httpResp = tmResp.getHTTPResponse();
31 httpResp.getHeaders().add("ComboAdapter.CustomProcessor_handleEvent"”, "Post-Process Even
32 1
= b

3. Build the project in the folder, for example:
cd /home/beta/work_diysdk/ComboAdapter

mvn package

4. Use a simple zip command to package the project in the folder, for example:

/home /beta/work_diysdk/ComboAdapter/target
zip ComboAdapter-1.0.zip ComboAdapter-1.0.jar

5. Unload the zipped package using Mashery Local Cluster Manager.

6. Apply the Custom Processor on the Endpoint using Mashery SaaS Control Center.

Using the Adapter SDK in Mashery Local with Multiple Processors in One Zip Package

To use the Adapter SDK in Mashery Local with multiple processors in one zip package, follow the steps

below:
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Procedure

1. Create a new Maven project "CustomAdapter2" in Eclipse, then add dependencies and class, as
described in Using the Adapter SDK in Mashery Local with a Single Processor.
The project layout should look like the following:

100

[24 Project Explorer 82

» i Base64Adapter
» 1 CustomAdapter
v i CustomAdapter2

v i src/mainfjava

b & src/test/java

» = JRE System Library [J2
» B\ Maven Dependencies
» & src

= target

8l pom.xml

» i CustomAdapter3

= a

-

¥ i#t com.example.masherylocal.CustomAdapter2.

11] CustomProcessor2 java 22 = g

1 package com.example.masherylocal.CustomAdapter2;
2

3#import com.mashery.http.server .HTTPServerRequest;[]

14

15 @ProcessorBean(enabled=true, name="com.example.masherylocal.CustomAdapter2.CustomProcessor2"”, immediate:
16 public class CustomProcessor2 implements TrafficEventlListener {

17
~18= public void handleEvent(TrafficEvent event) {

19 TrafficEventType eventType = event.getType();

20 if (eventType.getCategory() != TrafficEventCategory.PROCESSOR)

21 return;

22 ProcessorEvent processorEvent = (ProcessorEvent) event;

23 APICall apiCall = processorEvent.getCallContext();

24

25 if (eventType.getName().contentEquals("Pre-Process Event™)) {

26 ApplicationRequest appRequest = apiCall.getRequest();
w27 HTTPServerRequest httpRequest = appRequest.getHTTPRequest();

28 1 else if (eventType.getName().contentEquals("Post-Process Event™)) {
29 TrafficManagerResponse tmResp = apiCall.getResponse();

30 HTTPServerResponse httpResp = tmResp.getHTTPResponse();

31 httpResp.getHeaders().add("CustomAdapter2.CustomProcessor2_handleEvent", "Post-Process Event
32 1

33 1

34 }

35

2. Create a new Maven Project "CustomAdapter3" in Eclipse, then add dependencies and class, as
described in Using the Adapter SDK in Mashery Local with a Single Processor.
The project layout should look like the following:

[ Project Explorer 23

» £ Base64Adapter
» 1 CustomAdapter
» 1 CustomAdapter2
v 2 CustomAdapter3

~ i src/main/java

» B CustomProcessor3
» (B src/test/java
» =i JRE System Library [J2SE-1.5]

» =\ Maven Dependencies

rc
» & target

(W pom.xml

= 8

-

~ i# com.example.masherylocal. CustomAdapter3

1) CustomProcessor3.java %8 = m

1 package com.example.masherylocal.CustomAdapters3;
3=import com.mashery.http.server.HTTPServerRequest;[]
14

15 @ProcessorBean(enabled=true, name="com.example.masherylocal.CustomAdapter3.CustomProcessor3", immediate:
16 public class CustomProcefsor3 implements TrafficEventlListener {

17
218 public void handleEvent(TrafficEvent event) {

19 TrafficEventType eventType = event.getType();

20 if (eventType.getCategory() != TrafficEventCategory.PROCESSOR)

21 return;

22 ProcessorEvent processortvent = (ProcessorEvent) event;

23 APICall apiCall = processorEvent.getCallContext();

24

25 if (eventType.getName().contentEquals("Pre-Process Event")) {

26 ApplicationRequest appRequest = apiCall.getRequest();
W27 HTTPServerRequest httpRequest = appRequest.getHTTPRequest();

28 } else if (eventType.getName().contentEquals("Post-Process Event")) {
29 TrafficManagerResponse tmResp = apiCall.getResponse();

30 HTTPServerResponse httpResp = tmResp.getHTTPResponse();

31 httpResp.getHeaders().add("CustomAdapter3. CustomProcessor3_handleEvent", "Post-Process Event
32 1

33 }

34 }

35

home/beta/work_diysdk/CustomAdapter3/
cd /home/beta/work_diysdk/CustomAdapter2/

mvn package

cd /home/beta/work_diysdk/CustomAdapter3/

mvn package

Build the projects in the folders, for example, /home /beta/work_diysdk/CustomAdapter2/ and /
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4. Use a simple zip command to package the project in the folder, for example, /home/beta/
work_diysdk/CustomAdapter/target/:
cd /home/beta/work_diysdk/CustomAdapter/target
cp /home/beta/work_diysdk/CustomAdapter2/target/CustomAdapter2-1.0.jar .
cp /home/beta/work_diysdk/CustomAdapter3/target/CustomAdapter3-1.0.jar .

zip CustomAdapters-1.0.zip CustomAdapter-1.0.jar CustomAdapter2-1.0.jar
CustomAdapter3-1.0.jar

5. Unload the zipped package using Mashery Local Cluster Manager.
Apply the Custom Processor on the Endpoint using Mashery SaaS Control Center.

Using the Adapter SDK in Mashery Local with Multiple Processors in One Package and
Third Party Libraries

To use the Adapter SDK in Mashery Local with multiple processors in one package and third party
libraries, note that the following package contains three custom processors: Base64Adapter-1.0. jar
references codec-1.3.0.v201101211617.jar, Base64UrlAdapter-1.0.jar and
Base64UrlAdapter2-1.0.jar reference codec-1.4.0.v201209201156. jar.

4 Base64Adapter-1.0.jar
= Base64UrlAdapter-1.0.jar
2 Baseb4UrlAdapter2-1.0.jar
[ lib
2 codec-1.3.0.v201101211617.jar
2 codec-1.4.0.v201209201156.jar

Setting up HTTPS Server using Self-Signed Certificate

To set up HTTPS Server to use a self-signed certificate, follow the steps below:

Procedure

1. On the Mashery Cluster Manager tab, click Instance Management.
2. Scroll down to HTTP Server Security Level section and select Enable HTTPS only.

TIBCO Mashery® Local Virtual Appliance Installation and Configuration Guide



102

HTTP Server Security Level

Enable HTTP only
® Enable HTTPS only
Enable HTTP and HTTPS

HTTF Server Security Settings

HTTPS Port 443

Certificate Common Name

Certificate #

New SSL Certificate Create new certificate

Download SSL Certificate

3. Inthe HTTP Server Security Settings section, specify the HTTPS Port number (default is 443).

Administrators can change the port number to another number, such as 8443. For Linux

g% installations, it is not advised to choose a port number below 1000. In addition, the
following reserved port numbers are used by TIBCO Mashery Local: 3306, 8081, 8082,
8083, 5489, 11211, 11212, 11213, 11214, 11215, and 11216.

4. Use your server self-signed certificate. Click Create new certificate.
The Create SSL Certificate window is displayed.

Create SSL Certificate B '

Certificate Common Name

[ acme.example.com J

Create

5. Enter a name in the Certificate Common Name field, for example, acme . example. com, then click
Create.

6. Click Save to save all changes. It will take a few minutes for Mashery Local service to restart.

Setting up HTTPS Server using Customer-Provided Certificate
To set up HTTPS Server to use a self-signed certificate, follow the steps below:

Procedure

1. On the Mashery Cluster Manager tab, click Instance Management.
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2. Scroll down to HTTP Server Security Level section and select Enable HTTPS only.

HTTP Server Security Level

Enable HTTP only
® Enable HTTPS only
Enable HTTP and HTTPS

HTTP Server Security Settings

HTTPS Port 443

Certificate Common Name

Certificate #

New SSL Certificate Create new certificate

Upload new certificate

Download SSL Certificate

3. Inthe HTTP Server Security Settings section, specify the HTTPS Port number (default is 443).

Administrators can change the port number to another number, such as 8443. For Linux
8 installations, it is not advised to choose a port number below 1000. In addition, the

following reserved port numbers are used by TIBCO Mashery Local: 3306, 8081, 8082,
8083, 5489, 11211, 11212, 11213, 11214, 11215, and 11216.

4. Use your CA certificate. Click Upload new certificate.
The Upload SSL Certificate window is displayed.

Upload SSL Certificate (%]

Certificate File (PKCS#12) acme.server.example.corm

Click here to select file

Password for Certificate

Upload

5. In the Upload SSL Certificate window, click the Click here to select file link, browse to the CA
certificate file, then click Upload.

%% ‘ The Certificate File should be in PKCS#12 format.

6. Click Save to save all changes. It will take a few minutes for Mashery Local service to restart.
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Configuring and Using the HTTPS Client Feature without Mutual
Authentication

To use the HTTPS Client Feature without Mutual Authentication, you will need to configure Trust
Management settings in Mashery Cluster Manager and configure an HTTPS Client Profile in Mashery
SaaS (Control Center).

For Mashery Local:

Procedure

1. On the Mashery Cluster Manager tab, click Trust Management.
2. Click Upload Trust. The Upload Trusted CA Certificate window is displayed.

Upload Trusted CA Certificate u

CSicenificatalilel(BEM) VeriSign Universal Root C

Click here to select file

Upload

3. Inthe Upload Trusted CA Certificate window;, click the Click here to select file link, browse to the
CA certificate, then click Upload.

4. The CA Certificate is now added as a trusted certificate. Click the link next to the certificate name to
view the state.

Overview Trust Management

Instance Management
Manage trusted CA certificates used by HTTPS client.

Cleud Sync
;| Lo
Notification Configuration '[3 TRl o nosmal stte.
Action is suggested on trust.
Logs
'E:‘ Action is required on trust.
Account Settings

Adapter SDK

Trust Management

Upload Trust Upload Trusted CA certificate.

Identity Management

Expiration
Name Serial Number Date
2037-12-01
401ac46421b31321030ebbed412lac51ld
23:59:59
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5. In this example, the State is Certificate manifest will be synchronized with TIBCO
Mashery SaaS. Mashery Local will synchronize automatically, or you can manually trigger a sync
in Cloud Sync settings.

Overview Trust Management

Instance Management ! )
Manage trusted CA certificates used by HTTPS client.
Cloud Sync
; ) y .3 Trust is in normal state.
Motification Configuration ’E]

Action is suggested on trust.
Logs
r[!j_l Action is required on trust.
Account Settings

Adapter SDK

Trust Management

Identity Managetment UGN Upload Trusted CA certificate.

Expiration
Serial Number Date
eriSign Universal Root Certificatior =le-
1Universal Boo tification 401ac46421b31321030ebbed12lacs1ld et
i 23:59:59

State: Certificate manifest will be synchronized with TBCO Mashery SaaS.
0 profile is using this certificate.

0 endpoint is using this certificate.

Action none.

6. To manually trigger a sync, on the Mashery Cluster Manager tab, click Cloud Sync.
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Cloud Sync

Schedula when 1o pull or push data o and from the clowd. or syne manually, You can also view the
history and stabus of recent sync attempts.,

Developer and APl Settings

Thesa ana synced from the sloud o the Master only. The Slaves will then syne from the Masber
Dwvaloper data incledes Keys, User info, Developer Classes, and Applications,

Errors last 30 Racands
Data syncs Last Symc Status Processed Douration  Syne Interval
AP Sattings a Ok @
Developens a Ok @
Qiwsth Tokens a Ok @ 15 (3| ming D

API Activity Logs

AP Activily Logs ean gel preity big, S0 each inslance is responsible for upleading is AP activity logs to
ther cloud 50 the data shows up in tha reports

In the Developer and API Settings section, for API Settings, click the Sync button to manually
trigger a sync. This will make the certificate metadata available instantly in Mashery SaaS;
otherwise, the sync will occur according to the minutes defined for the Sync Interval setting.

After the certificate becomes available in SaaS, the State changes to Certificate manifest has
been synchronized with TIBCO Mashery SaaS.
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Overview
Instance Management
Cloud Sync
Notification Gonfiguration
Logs
Account Settings
Adapter SDK

Trust Management

Identity Management

Trust Management
Manage trusted CA certificates used by HTTPS client.

'ﬂ“ Trust is in normal state.
Action is suggested on trust.

’E] Action is required on trust.

WEGECRITEEN Upload Trusted CA certificate.

Expiration
Name Serial Number Date
(A VeriSign Universal Root Certification A e T DA E b e st d 2037-12-01
ac ebbe ac
B 4 thority 23:59:59

State: Certificate manifest has been synchronized with TIBCO Mashery SaaS.
0 profile is using this certificate.

0 endpoint is using this certificate.

Action available: LUpdate Trust

What to do next

To create an HTTPS Client Profile in TIBCO Mashery SaaS, follow the steps below:

1. Click Manage > HTTPS Client Profiles. The HTTPS Client Profiles window is displayed.

TIBCD Mas h ery ‘ Analyze ‘ Manage ‘ Design ‘ Deploy ‘

HTTPS Client Profiles

HTTPS Client Profiles

New HTTPS Client Profile

AIHTTPS Client Profiles

Displaying 1-9 of 9 resuits

HTTPS Client Profile Name
DEMO
20170110R1-HTTPSCP
testProfile
Test123
PROFILE
NewHiipstes
dsogdr
yep

teashda

Content
Community

Domains

Portal

Scheduled Maintenance
Users

Appiications

Package Keys
Organizations esults per page: (50 v
Portal Access Groups

HTTPS Client Profiles

Updated
Jan 112017 15:44 Jan 112017 15:44 G -]
Jan 10 2017 23:17 Jan 10 2017 2317 G (-]
Dec 212016 03:24 Jan 03 2017 23:21 [ -]
Dec 07 2016 03.05 Dec 07 2016 0305 G (-]
Nov 09 2016 13.52 Nov 09 2016 13:52 (=7 -]
Nov 09 2016 01:38 Nov 09 2016 01:53 G L]
Nov 03 2016 23:46 Nov 03 2016 23:46 G (-]
Nov 032016 23.31 Nov 03 2016 23:31 G (-]
Nov 03 2016 23:28 Nov 03 2016 23:28 G ]

2. Click the New HTTPS Client Profile button. The Create an HTTPS Client Profile window is

displayed.
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Create an HTTPS Client Profile

Profile Name

Description(optional)

Verify Hostname

Disabled Enabled

Select an identity
[ Select an identity

L

3. On the Create an HTTPS Client Profiles window, enter information in the following fields:

Field Description

Profile name Enter a name for the HTTPS client profile.
Description (Optional) Enter a description for the HTTPS client profile.
Verify Hostname Select one of the following:

o Disabled: Click to not have the hostname verified.
¢ Enabled: Click to have the hostname verified.

Select an identity Select an identity for the HTTPS client profile.

4. Click Save and Continue.

5. A second Create an HTTPS Client Profile page displays.
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Create an HTTPS Client Profile

VerSign Universal oot
Certification Authority
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6. Inthe Unselected list of the Trust stores section, click the Trusted CA Certificate you uploaded in

Mashery Cluster Manager to move it to the Current list, then click Save and continue to finish

creating the HTTPS Client Profile. Once the HTTPS Client Profile is created, you can then select the
profile when creating an endpoint on the Endpoint Create: New Endpoint Definition page.

7. To assign the HTTPS Client Profile to an endpoint, click Design > API Definitions > Domains &
Traffic Routing.

8. On the Domains & Traffic Routing page for the existing endpoint of your API definition (or,
Endpoint Create: New Endpoint Definition page for a new endpoint), use the Select HTTP Client

Profile field to select the HTTPS Client Profile you just created, then click Save (or Create). The

endpoint is now associated with the HTTPS Client Profile.

TIBC® Mashery
Endpoint Defiiton & Mathod Lit
Domains & Traffe Routng
Key & Method Detection
Seaurty Setings
Eroes

Performance Acceleration

Call Transformations

Load Balancing & Domains

Scheduled Mainienance

More Seftings

Analyze Manage Design Deploy e
Endpoint Clone : Endoint1234
_com com [0 Not yet configured
Your Public Endpoint Domein Your Endpcint Domein

“Your Public Traffic Menager Domsin

Name fer your Endpaint

| Endointr234

Require Enhanced Security

° Specify f calls made ta this Endpcint should shways be under S5L.

Customize your Public Endpoint Address.

‘ hitp | ‘ calypsoga.api. cseng.mashspud.com ‘ li | sdisdfsd

Ex. apl.companyname com ‘Ghange this fiski o be unique and diferent from the originas

‘Specify the domsin name and path for the AP call structure. This forms the basis of the AP cals that developers will be making, 2.. in cur o in their
custom sppication. You might have to sefup the root domains that are svsiable in order to creats Endpoints. You can do this here.

Your Endpoint Address

any

| ¢ [ etneupan

| (o=

‘Spacify the domain name and path for the AP call that will be S2nt to the Endpoint system that ontains your dats. If you need to pass in query
persmaters to your Endpoint system. that can be done es well. You might heve to setup the root domsins that sre sveilable in erder to creste
Endpoints. You can do this here.

‘Select HTTPS Clent Profile (

9. Log back into Mashery Cluster Manager, go to the Cloud Sync tab, and click the manual sync
button. This syncs the HTTPS Client Profile and Endpoint configuration updates to Mashery Local,
and the HTTP Client Profile is now in use for the customer.
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Cloud Sync

Instanca Managemeand

Schedule whan to pull or push data to and from the cloud. or syne manually, You can also view the

history and stabus of recent sync atftempts,

MAccoun Seitngs DavelﬁpEr arld API S'Eﬂil‘lgs

Adapter SOE Thesa ane synced from the cloud o the Master only. The Slaves will then syne from the Master.
Duvvploper data inchedes Maeys, User info, Developer Classes, and Applications,

Mantit Errors last 30 Reconds
Data syncs Last Sync Siatus Processed Duration  Syne Interval
AP Sattings a Ok @
Denveliopans [ Ok @
Qiauth Tokens -] Ok @ 15 )| mns ) e
[sove
API Activity Logs

APl Activily Logs can gel pretty big, Soeach inslance i resporsibia for uploading s AP activity logs to
thee clousd 50 the data shows up in tha reports

Configuring and Using the HTTPS Client Feature with Mutual
Authentication

To use the HTTPS Client Feature without Mutual Authentication, you will need to configure Trust
Management and Identity Management settings in Mashery Cluster Manager and configure an HTTPS
Client Profile in Mashery SaaS (Control Center).

For Mashery Local:

Procedure

1. On the Mashery Cluster Manager tab, click Trust Management.
2. Click Upload Trust. The Upload Trusted CA Certificate window is displayed.

Upload Trusted CA Certificate n

Clcenificatalbilel(REM) VeriSign Universal Root C

Click here to select file

Upload

3. Inthe Upload Trusted CA Certificate window;, click the Click here to select file link, browse to the
CA certificate, then click Upload.

4. The CA Certificate is now added as a trusted certificate. Click the link next to the certificate name to
view the state.
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Overview Trust Management

Instance Management
Manage trusted CA certificates used by HTTPS client.
Cloud Sync

Notification Gonfiguration %’ Irustisinnormal state:

Action is suggested on trust.
Logs

’E] Action is required on trust.
Account Settings

Adapter SDK

Trust Management

: Upload Trust Upload Trusted CA certificate.
Identity Management

Expiration
Name Serial Number Date
VeriSign Universal Root Certi 2037-12-01
fﬁ' il it - 401ac46421b31321030ebbed121acs1d
Authority 23:59:59

5. In this example, the State is Certificate manifest will be synchronized with TIBCO
Mashery SaaS. Mashery Local will synchronize automatically, or you can manually trigger a sync
in Cloud Sync settings.
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Overview Trust Management

Instance Management ! )
Manage trusted CA certificates used by HTTPS client.

Cloud Sync

; 2 i -y Trustisi | state.
Maotification Configuration 'E] e SR L
Action is suggested on trust,

Logs
r[& Action is required on trust.

Account Settings

Adapter SDK

Trust Management

> Upload Trust Upload Trusted CA certificate.
Identity Management

Expiration
Name Serial Number Date
/eriSign Universal Root Certificatior =12
L ‘frr' on Univeres) oot Certiigation D lacHiiz ibils2 it30etbetistacs i aut 1201
Authority 23:59:59
State: Certificate manifest will be synchronized with TIBCO Mashery SaaSs.
0 profile is using this certificate.
0 endpoint is using this certificate.
Action none.
6. On the Mashery Cluster Manager tab, click Identity Management.
i Identity Management
Instance Management
Manage identities used by HTTPS client.
Cloud Sync
A TR
Notification Configuration (B IEIETityIS IR Rormel stete.
Action is suggested on identity.
Logs
’ﬂ] Action is required on identity.
Account Settings
Adapter SDK
Trust Management
Upload Identit Upload key and certificate file in PKCS#12 format.
Identity Management & g
Name Serial Number Expiration Date
rﬁ] acme.client.example.com 5749e82c 2116-05-28 18:50:07

7. Click Upload Identity. The Upload Client Identity window is displayed.
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Client Identity File (PKCS#12) e

Click here to select file

Password for Identity

Upload

file (PKCS#12 format), enter the Password for Identity, then click Upload.

state.
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In the Upload Client Identity window, click the Click here to select file link, browse to the identity

The Client Identity is now added as an Identity. Click the link next to the Identity name to view the

Overview |dentity Management

Instance Management : ) ¥
Manage identities used by HTTPS client.

Cloud Sync

MNotification Configuration iy Icertifyisan:nonma. Stats,
Action is suggested on identity.

Logs
ﬁ Action is required on identity.

Account Settings
Adapter SDK

Trust Management
UEIGERRIERTNAN Upload key and certificate file in PKCS#12 format.

Identity Management

Name / Serial Number Expiration Date

q:?] acme.client. example.com 5749e82c 2116-05-28 18:50:07

10. In this example, the State is Identity manifest will be synchronized with TIBCO Mashery
SaaS. Mashery Local will synchronize automatically, or you can manually trigger the sync in Cloud

Sync settings.
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i
Ovoriiew
"
Irstanca Managamaeni
5
Choisd Symie
Logs
Ancount Sothings

ar SOE

ACaph

Identity Manageman

Motificabon Confgurad

ldentity Management
banage idontithes used by HTTPS clant,

il \denbity Is in nemal state,
Action is suggested on identity.
E‘] Action is required on identity.

m Upload key and cenificale fe in PKCSI2 format.

Mame Serial Number Expiration Date
By some cliery axiers 5743082c 2116-05-28 18:50:07
State: Idantity manifest will be synchronized with TIBCO Mashery Saas.
0 prafike i wging this identity.
D andpainil & wsing this identity
Pzt Mo,

11. To manually trigger a sync, on the Mashery Cluster Manager tab, click Cloud Sync.

Crarvite

Instanca Managemeank

Cloued Sy

Agcount Settngs
ilapter S
Trust Managemant

Identity Managoamaent

) o
Malhication Conbgural

Cloud Sync

Schadula when 1o pull or push data o and from the clowd, or syne manually, You can also view the
histary and stabus of recent sync attempls.,

Developer and API Settings

Thess afa syniced from the sloud 1o tha Master only. The Slaves will then sym from the Masber
Dwvaloper data incledes Keys, User info, Developer Classes, and Applications,

Errors last 30 Reconds
Data syncs Last Syne Status Processed Duration  Syné Interval
e N o
Denvedapan a Ok @ I 7| mina L e
Quuth Tokens a Ok a 15 (5| mng &
e
API Activity Logs

AP Activity Logs ean gel preity big, 50 each inslance is responsible for upleading s AP activity logs to
the cloud 50 the data shows up in the reports,
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12. In the Developer and API Settings section, for API Settings, click the Sync button to manually
trigger a sync. This will make the certificate and identity metadata available instantly in Mashery
Saa$; otherwise, the sync will occur according to the minutes defined for the Sync Interval setting.

13. On the Trust Management tab, after the certificate becomes available in Saa$S, the State changes to
Certificate manifest has been synchronized with TIBCO Mashery SaaS.

Cnnilin Trust Management
Instance Management

Manage trusted CA certificates used by HTTPS client.
Cloud Sync

Motification Gonfiguration 'i‘-‘ Trustisin normal state,

Action is suggested on trust.
Logs
'El Action is required on trust.
Account Settings

Adapter SOK

Trust Management
WEGECRIVESN Upload Trusted CA certificate.

Identity Management

Expiration
Name Serial Number Date
(Al VeriSign Universal Boot Certification TS E e TE IO SR a o TasETd 2037-12-01
B 1 thority 23:59:59

State: Certificate manifest has been synchronized with TIBCO Mashery SaaS.
0 profile is using this certificate.

0 endpoint is using this certificate.

Action available: Lipdate Trust

14. On the Identity Management tab, after the Identity becomes available in SaaS, the State changes to:
Identity manifest has been synchronized with TIBCO Mashery SaaS.

TIBCO Mashery® Local Virtual Appliance Installation and Configuration Guide



116

Chvoriery ldentity Management

[P y Manasgament
I Manago identithes used by HTTPS clant,
' [=3%
i ’
h b '['] Idantity is in noemal stabe,
dodifical Configury
Action is suggested on identity.
Log

E?] Action is required on identity.

Adnptor SOK
m Upload key and centificale file in PKCSI2 format.
Idanbity Managenan
Hama Serial Musmber Expiration Date
L Lax 5749082¢ 2115-05-28 18:50:07

Sate: ldentity manifes! has been synchronized with TIBOD Mashery SaaS,
0 prafile i uting this identsty.

0 endpoint i using this idantity.

ACtian none.

What to do next

To create an HTTPS Client Profile in TIBCO Mashery SaaS, follow the steps below:

1. Click Manage > HTTPS Client Profiles. The HTTPS Client Profiles window is displayed.

T| BC% : M as h e ry ‘ Analyze ‘ Manage ‘ Design ‘ Deploy ‘

HTTPS Client Profiles Content

Community
i ; Domains
HTTPS Client Profiles e
Portal
Scheduled Maintenance
Users
AIHTTPS Client Frofiles Appiications
Package Keys
Displaying 1- 9 of 9 results Organizations esults per page: |50

Porlal Access Groups
HTTPS Client Profiles

HTTPS Client Profile Name Updated
DEMO Jan 11 2017 15:44 Jan 112017 15:44 G (-]
20170110R1-HTTPsCP Jan 10 2017 2347 Jan 10 2017 2317 [ -]
testProfile Dec 212016 03:24 Jan 03 2017 23:21 @ (-]
Testi23 Dec 07 2016 03:05 Dec 07 2016 03:05 G -]
PROFILE Nov 09 2016 13:52 Nov 092016 13:52 G e
NewHtipstes Nov 09 2016 01:38 Nov 09 2016 01:53 [ (-]
disdgdr Nov 032016 2346 Nov 03 2016 23:46 G (-]
yep Nov 032016 23:31 Nov 03 2016 23:31 [ -]
teashda Nov 03 2016 23:28 Nov 03 2016 23:28 G (-]

2. Click the New HTTPS Client Profile button. The Create an HTTPS Client Profile window is
displayed.
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Create an HTTPS Client Profile

Profile Name

Description(optional)

Verify Hostname

Disabled Enabled

Select an identity
[ Select an identity

L

3. On the Create an HTTPS Client Profiles window, enter information in the following fields:

Field Description

Profile name Enter a name for the HTTPS client profile.
Description (Optional) Enter a description for the HTTPS client profile.
Verify Hostname Select one of the following:

o Disabled: Click to not have the hostname verified.
¢ Enabled: Click to have the hostname verified.

Select an identity Select an identity for the HTTPS client profile.

4. Click Save and Continue.

5. A second Create an HTTPS Client Profile page displays.
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Create an HTTPS Client Profile

VerSign Universal oot
Certification Authority
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6. Inthe Unselected list of the Trust stores section, click the Trusted CA Certificate you uploaded in

Mashery Cluster Manager to move it to the Current list, then click Save and continue to finish

creating the HTTPS Client Profile. Once the HTTPS Client Profile is created, you can then select the
profile when creating an endpoint on the Endpoint Create: New Endpoint Definition page.

7. To assign the HTTPS Client Profile to an endpoint, click Design > API Definitions > Domains &
Traffic Routing.

8. On the Domains & Traffic Routing page for the existing endpoint of your API definition (or,
Endpoint Create: New Endpoint Definition page for a new endpoint), use the Select HTTP Client

Profile field to select the HTTPS Client Profile you just created, then click Save (or Create). The

endpoint is now associated with the HTTPS Client Profile.

TIBC® Mashery
Endpoint Defiiton & Mathod Lit
Domains & Traffe Routng
Key & Method Detection
Seaurty Setings
Eroes

Performance Acceleration

Call Transformations

Load Balancing & Domains

Scheduled Mainienance

More Seftings

Analyze Manage Design Deploy e
Endpoint Clone : Endoint1234
_com com [0 Not yet configured
Your Public Endpoint Domein Your Endpcint Domein

“Your Public Traffic Menager Domsin

Name fer your Endpaint

| Endointr234

Require Enhanced Security

° Specify f calls made ta this Endpcint should shways be under S5L.

Customize your Public Endpoint Address.

‘ hitp | ‘ calypsoga.api. cseng.mashspud.com ‘ li | sdisdfsd

Ex. apl.companyname com ‘Ghange this fiski o be unique and diferent from the originas

‘Specify the domsin name and path for the AP call structure. This forms the basis of the AP cals that developers will be making, 2.. in cur o in their
custom sppication. You might have to sefup the root domains that are svsiable in order to creats Endpoints. You can do this here.

Your Endpoint Address

any

| ¢ [ etneupan

| (o=

‘Spacify the domain name and path for the AP call that will be S2nt to the Endpoint system that ontains your dats. If you need to pass in query
persmaters to your Endpoint system. that can be done es well. You might heve to setup the root domsins that sre sveilable in erder to creste
Endpoints. You can do this here.

‘Select HTTPS Clent Profile (

9. Log back into Mashery Cluster Manager, go to the Cloud Sync tab, and click the manual sync
button. This syncs the HTTPS Client Profile and Endpoint configuration updates to Mashery Local,
and the HTTP Client Profile is now in use for the customer.
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Crarvisw

Instanca Manragement

Cloud Sync:

Cloud Sync

Schedule when to pull or push data fo and from the clowd. o sync manusally, You can also view the
history and stabus of recent sync atftempts,

Developer and AFI Settings

Thesa ane synced from the cloud o the Master only. The Slaves will then syne from the Master.
Duvvploper data inchedes Maeys, User info, Developer Classes, and Applications,

Errors laat 30 Racands
Data syncs Last Sync Siatus Processed Duration  Syne Interval
AP Sattings a Ok @
Developers [ Ok @
Qiuwth Tokens -] Ok @ 15 5| mng )
[ save |
API Activity Logs

AP| Activily Logs ean gel pretty big, o each inslance is responsibie for upleading i AP activity logs to
tha cloud 50 the data shows up in tha reports

Enabling Java SSL Debug Logging
To enable Java SSL debug logging for Mashery Local, follow the steps below:

Procedure

1. Add the following setting in "/opt/javaproxy/proxy/proxy.ini" (root privilege is needed via TIBCO

Support):

-Djavax.net.debug=all

2. Restart javaproxy (administrator):

sudo service javaproxy restart

3. Send requests to Mashery Local, watch log in "/var/log/javaproxy-runtime.log". For example:

tail -f /var/log/javaproxy-runtime.log
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